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A representation theorem for the entropy functional of a system of an arbitrary but finite number of 
particles is proved. This theorem is a generalization of the main result of a previous paper of ours [J. 
Math. Phys. 16, 1453 (1975)], which gives a characterization of the entropy functional on the set of all 
probability densities f on R. s.t. flogf is integrable. As may be expected when n is a random variable, 
the expression for entropy consists of two parts; one which arises from the ignorance about n and another 
which is the average, over n, of the conditional entropy given the number of particles. As in the above
mentioned paper, the expression includes the term corresponding to chemical reactions (with n replaced by 
the average number of particles) and the continuous analog of the Hartley entropy. It is conjectured that 
this last term might be of some significance in physics. 

1. INTRODUCTION 
In a previous paper (Ref, 1), a representation theo

rem was proved for entropy functionals on the set of all 
probability densities I on Rn such that I log I is inte
grable, In statistical mechanics, where the notion of 
entropy plays a central role, n turns out to be the same, 
except for a factor, as the number of particles in a 
gas. Since the exact number of particles in a gas is 
never known it is necessary, for the theorem to be use
ful in statistical mechanics, to remove the restriction 
that n be known precisely, This corresponds to consid
ering the so-called grand canonical system or ensem
ble, which is what we do in the present paper. However, 
for the sake of simplicity, we restrict ourselves to the 
case when n is arbitrary but finite, The extension to the 
case when n could be infinite is straightforward and 
purely technical and, we believe, does not add anything 
new to the basic representation theorem, 

As may be expected when n varies, the expression 
for entropy consists of two parts; One which arises from 
the ignorance about n and another which is an average, 
over n, of the conditional entropy given the number of 
particles, As in Ref. 1, the representation includes a 
term which corresponds to chemical reactions-with n 
replaced by the average number of particles-and the 
continuous analog of the Hartley entropy, which we be
lieve has some physical Significance, More precisely, 
let In denote the conditional probability density of the 
system given that there are n particles. Then, the en
tropy functional 4>1 has the representation 

4>l({Pnln,n=O, 1,2, ... }) 
~ ~ 

=-aL;Pn r InlogfndlJ.+bL;Pnn 
n=l . RSn '1=1 
~ ~ 

+cL Pnlog ll(Al) -dL;pnlogpn' (1) 
~=1 n '1=0 

where IJ. denotes the Lebesque measure on R 6n (n > 0), 
Af ={xERen1/n(x) >O} Y n >0, and a,b,c,d are real 
nu~bers, with a,c,dc;.O; for each n, Pn is the probability 
that there are n particles and xn is a six-dimensional 
vector denoting the position and momenta of the nth 
particle. If Pn = 1 for some n and zero for all other val
ues, the representation (1) reduces to that given in Ref. 
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1, namely 

<P1(fn)=-a f InlogfndlJ. +bn +cloglJ.(,Af) (2) 
Rsl"/ n 

for the corresponding canonical system, 
The method we adopt is similar to the one in Ref, 1. 

In order to obtain the representation for the entropy of a 
single gas, we consider a mixture of two gases and im
pose the physically meaningful condition that the entropy 
of the mixture be no greater than the sum of the entro
pies of the components (subadditivity), with equality 
holding if the components are stochastically independent 
(additivity). Generalizing the notion that entropy should 
not depend on the choice of the coordinate system, 
we require that it be invariant under the isometries 
induced on the set of probability densities by invertible, 
measure preserving transformations from Ran to itself 
for each n, Finally, we impose some simple regularity 
conditions, 

2. PRELIMINARIES 

Let N denote the set of all positive integers. Let the 
two gases in the mixture be labeled 0 and 1 respectively 
and, Y nE N, let 1/=0 or 1 Y is. t. 1"" i"" n. The value 
of t i identifies the component to which the ith particle 
belongs, For each n, let Bn denote the a-algebra of 
Borel sets in the Euclidean space Rn and let IJ.n be the 
Lebesque measure2 on Rn' The state of the system will 
be described by a sequence of functions 
{CPn(Xl> X2 " ." xn, 111 12",., In}}-x; denotes a six-dimen
sional vector specifying the position and momenta of the 
ith particle-so t. CPn E Ll(Ren , Ben, lJ. en ), CPn c;. 0, and 

CPo + '6 Z; 
""=1 (t It t2' •••• t'1) 

all posst bIe 
strings of OS and 15 

X f CPn(Xl , X2 , ••• ,Xn, tl , t2 , ••• ,tn )dx1 ••• dXn = 1. 
Ren 

(3) 

CPo is the probability that there are no particles, (When 
the number of particles is zero, we shall not distinguish 
between the mixture and its components.) Since the 
order in which the particles are counted does not 
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matter, CPn must be symmetric in each couple (x/,l/): 

CPn(x." x'2 ' •• 0 ,x'n' I." i.2 , •• , ,i.,) 

= rfln (x"x2 ,." ,x",tl>t2 , 0 0' ,tn ), 

where (7Tl> 7T2 , ••• , 7T") is any permuation of (1,2, ... ,11). 
This symmetry simplifies the description somewhat. 
Introduce the sequence of functions <P",h defined by 

(
>l) h ti mes n-h tt mea 

>Po = CPo, <P",h= h <;o"(x"X2,oo.,Xn, 0,0,00.,0,1,1, .. ,,1). 

Then (3) becomes 

<Po + f: t r ifJ" h(X""" xn)dx, dx2 •• ·dx = 1. '17f n=O . Rsn • '1 

We define the marginal of type ° of <P",h by 

Ih(x"x2 , ••• ,xh) ~ 
= l~h,h(X" X2, o· 0 ,Xh) + l;, IR .ifJh.i,h(X" ••• , Xh, 

1- fit 

~l> ~2" 0 0, ~i)d~,d~2" ·d~i' 

and the marginal of type 1 of <p", h by 

gk(XU x2 , ••• ,xk ) 

=<J!kO(X"X2 , ••• ,xk)+L IR ifJk'i i(~1'~2""'~i' 
• i=l 6i ' 

Let 7Too =<J!o and, for r or s*O, let 

(4) 

Then 7Trs is the joint probability that there are r parti
cles of type ° and s particles of type 1 in the mixture 0 

Pr is the probability that there are r particles of type ° 
in the mixture, irrespective of how many particles 
there are of type 1; similarly for q,. The two gases in 
the mixture are stochastically independent if and only 
if 

for all (Xl' x2 , ••• ,x") E RS"' l1E N, and h =0, 1,2,. o. ,no 
Finally, define the functions fT> g, by 

and 

fo=Ko=l, 

q.ft.,(X1,X2, ..• ,XS)=,lf.(x1, x2,. 00 ,x,,), 

(Xl> x z, ..• ,xs ) E R 6 S) r, SEN. 

(5) 

Ir is the conditional probability density which describes 
the state of the gas of type 0, given that there are r 
particles of that type in the mixture; similarly for ~.'o 
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Let 

and 

W(2) = {<p",n =0, 1,2, 0 0 o}i 'v 17 EN: th' Ihlogfh,gh' 

KhlogJi'hE L l(R 6h , B6h' !l6h) for all h s, t. 

1 s h ~ 11; 1>n = ° for sufficiently large 17} 

w(ll={{l=Pn(", n=0,1,2"o.}, f",P" defined as 

in Eqs. (4) and (5);1;.=0 for 11 sufficiently 
large}. 

Let W(Zl denote the set of all sequences of simple func
tions in W(2), and WU 

l the corresponding set for W U 
1. 

Denoting the entropy functionals of the mixture and a 
component, respectively, by c:P 2 : W(2)-R and c:P 1 : WU1 

-R, we shall impose the following conditions: 

(1) c:P z({ <;On}) '" c:P, ({1,,}) +<Jl 1 ({~n}) (subadditi vity). 

<Pnh(X" "2"" Xn) =?"(X,, X2,· . " "h),![n-h(Xh." ••• , X) 

for all (x" "2"'" Xn) E R 6n , II E' N, and lz =0, 1,2, ... ,II, 

then 

<P 2( {<p" D = <pAr"}) + <Jl l( {KJ) (additivity). 

(3) If, for a given II and h < n, SUPP<J!"h"' Ah,n-h 
= supp,j;",n_h =A'_h." (suppf means the support of f), 

J!nh = 7ih,n-h!l ~ ) I ' 
671 h,n-h Ah,n-h 

1 1 

<Pn,n-h=7i"-h,h!l (A ) I ' 
f3'1 n-h,h An-n,h 

where I A stands for the characteristic function of the 
setA, then the interchange of 'i!"h and <J!",n-h does not 
affect c:P 2 • 

(4) For each 1/ E N, let Tn be an invertible measure
preserving transformation from R 6n to itself. Let U T 

be the isometry induced by Tn on L 1(R 6n , B 6n , !lon). Then 

<p z( {u T n tPn }) = <I' 2( {tP n f) (in variance ). 

(5) For 11=0,1,2,··', let {Si,n, iE N}b~a sequence 
of nonnegative simple functions s. t. S i,n t.t~ a. e., with 
{ t-C 'I -- 0 1 ... 1, C WO l Then , '1' -~" . 

c:P,ll '>n }~ - <f',({);'}) as i _ 00. 

~Si,O+ZHlIsi)!ly 

(6) Given the sequence t1"fwith1,.=(I-q)fr, .1,.'1 
=qfr.l> q E (0,1], for some r 10_ N with 7n = ° for"" Il *- r 
or r +1, the function q-<l'1({fJ) is right-continuous at 
0. 

3. REPRESENTATION THEOREM 

We are now ready to state and prove the main result 
of this paper. 

Theorem: If <P2 : W(2) - R and <I> 1 . W(1) - R have prop
erties (1)-(6), then <1>1 has the presentation given by 
Eq, 1. 

In order to prove this theorem, we shall need the 
following lemma, which is essentially a restatement of 

B. Forte and C.C.A. Sastri 1300 



                                                                                                                                    

the main result of Ref. 1: 

Lemma 1: Let Wci2) C W(2) denote the set of those 
sequences {cf>n} for which i/Jh+k,h = 0 'iii (h, k) * (r, s) for 
some r, sEN, and let Wcil) denote the set of their margi
nals. Then properties (1), (2), (4), and (6), as applied 
to the restrictions of <P2 and <P1) respectively, to Wci2

) 

and Wci 1 \ become identical with properties (1)-(4) of 
the representation theorem of Ref, 1. The latter there
fore yields 

where we have identified the sequence ffn} so t. fn = 0 'iii 
n * r with fro Here a, 0, c are real numbers, and a, c::, O. 

Lemma 2: Let {Pn"'n} E Wm, where, for each n E N 

00 00 

+c L Pn logg(An) -d LPn logpn' (6) 
n:::1 n=O 

where a, o,c,d are real numbers, and a,c,d::' O. 

Proof: Let n E N and let {PJr}, {qrgr}E W(l). Let qr 
= 0, r* II, g(suPpfn) > 0, and suppfn = suppgn' Consider 
their joint sequence {i/Jr+s r}E W(2) defined by 

= Prq s.t;.(xu X2, •.• ,xr) g,{xr+l> •.• ,Xr+.), 

"I (xu X2, ••• , xr+'> E R6(r+,,)' 

Construct the sequence {q):+"JE W (2
) by setting 

i/J:."r = i/Jr+"r "I (r, s) * (11, n), 

,nn,n(Xu \"2' ••• ,x2 ) 

= Pn gn(Xj) X2 , ••• J xn)fn(xn+u Xn+2' ••• ,X2n ) 

"I (X"X2 , ••• ,X2)E R]2n' 

Then, because of property (4), we have 

[Since 0r+s and i/Jr+"r differ only by a factor, we shall 
denote the entropy functional by either <P 2({ cf>r+, , r}) or 
<P 2{{i/Jr+s' r}). I Using this along with properties (1) and 
(2), we get 

<PI ({PJr}) +<P 1 ({qrgr}) = <P 2 ({i/Jr+S ,J) 

= <P 2( {i/J:+"r}) '" <P ] ({p Jr*}) + <f> 1 ({hJ») 

where f/ =fr and hr = 0 "I ret II, and fn* =gn' hn =Pnfn 
+(1 -p)gno Hence, by Lemma 1, we have 

<f>1{{PJJ) -<f>]({PJr*}) 

'" -a IR [Pnfn +(1 -P)gn]log[PJn +(1 -Pn)gn]dg 
6n 

+a I gn loggndjJ.. 
R 6n 

Interchanging fn and gn (but keeping everything else the 
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same), we obtain 

<p]({PJr*}) -<P 1({PJr}) 

'" - r [Pngn +(1 -Pn)fn]log[pngn +{1 -Pn)fn]dg 
. R6n 

Hence 

- a I Renfn lOgin d jJ. +a I R6n [Pngn +(1 - Pn)JnJ 

Xlog[pngn +(1 -Pn)Jn]dg 

'" <f>l{{Prfr}) -<f>I({PJr*}) 

'" -aJ [Pnln +(1 -Pn)gn]log[Pnln +(1 -Pn)gn]djJ. 
'len 

+a J gn loggndjJ.o 
R6n 

Now let In and i?"n be simple functions with the same 
support 

In=I; ~ I ' 
id jJ.(An) A. 

n1 

where qnj >0 "Ii s.t. 
~ m~, 

and 

AninAnj=(/J=BninBnj "Ii*). 

Then the above inequalities yield 

Xl/(A .nB .)logrPnq~j + (l-Pn)qni] 
,.. nt nJ ljJ.(Bn) g(An) :J 
'" <P 1{{Prfr}) -<Pl({PJr*}) 

1'" ) 

'" -a25 l5Unqni + (l-Pn)q~jJ }J.(AninBn;) 
t=] Jd LjJ.(An) g{Bnj ) J 

XIOg[M..aL + (l-qn)q~I]+a~ q'log ~. 
jJ.(An) g(Bnj ) j=1 nJ g(Bn) 

From these inequalities it is not difficult to show that 
the function 

mn 
fn-rI>I({PJr})+aPn!;qnilog (Aqni) 

l=l jJ. '1 i 

is constant on the set of all simple probabilities f. 
~ %1 [qn;! jJ.(An) IrAnilRving the same support An = U7=lA ni . 
Indeed, let 

and let f denote the function 

(Xj)X29 ", ,xm)- <p]({PJr}). 

Then the above inequalities show that I is differentiable 
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and that 

af =~, i=1,2, •• 0,mn, 
ox; ax; 

which leads to the desired conclusion. 

Hence 

<l>l({PJT}) +aPn ~ qn; log jJ.&nn;;) 

is some function C of Pn, jJ.(A,1)' jJ.(An2)"'" jJ.(Anm ), 
fT (r EN, r* n) and mn• Property (4) implies that C'de
pends on the sets An; only through their measures 
jJ.(Ani)' Actually one can see by considering the special 
case qni== jJ.(Ani)/jJ.(An) that C depends only on jJ.(An). 
It follows therefore that 

00 mn q __ 
<l>l({PJT}) = -a~ Pnt{qn;log lJ.(Ann

i
;) +F(P, jJ.(A» , 

where F is a function of the sequences P'" (PO,PUP2' ••• ), 
and jJ.(A) == (jJ.(Al)' jJ.(A2)' " .), where Ai> i E N, is the 
support of the simple function fi" When fn = [1/ 11 (An) J IAn' 
let 

~ 

= a.L Pn 10gjJ.(An) + F(p, jJ.(A». 
n=l 

Now the restriction of <1>2' which we shall denote by W2 , 

to the set of sequences s. t. 

is, by virtue of property (4), a function of the probabili
ty distribution 1f= {1TTS} and the measures {J.L6r(Ar), 
jJ.6s(B,)}. On the other hand, {jJ.6r(A), PT} and {jJ.6.(B.), 
q .. } can be regarded as random variables; similarly 
{(jJ.6T(A T), jJ.6.(Bs), 1fT .. } can be considered a random 2-
vector. Thus, .pI and .p2 represent the uncertainty about 
these random variables and the random vector, respec
tively. It can be shown that because of properties (1), 
(2), (3), and (6) .p2 and .pI satisfy properties (3), (4), 
5(a), (7), and (38) of Ref. 3. They also satisfy property 
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(39) of the same reference. Hence by Corollary 4 of that 
reference there exists a nonnegative constant d, a con
stant Fo, and functions FT:R-R, r==1,2,··· s.t. 

~ ~ 

.pI (p, jJ.(A)) = -d '6 Pi logp; + '6 Fr(jJ.6r(AT»P r + FoPo• (7) 
i=O r=l 

Consider the case Po = 1. Then .pl = Fo. But a gas with 
no particles can be thought of as a mixture of two inde
pendent gases each of 0 particles. Hence by property (2) 

Fo + Fo= Fo or Fo= O. 

NOW, because of property (6), if p" = 1 for some n, then 

.pI (p, IJ.(A» = Fn(lJ.sn(An»· 

Combining this with Lemma 1 yields 

$'~~,) I.) ~a logo (A,) +ba +dogo(A") 

=F"(jJ.(An»· 

Equation (6) is obtained on combining Eqs. (7) and (8) 
and observing that Fa = O. Note however that the con
stant a occurring in Eq. (6) is not the a occurring in 
Eqs. (7) and (8) but a +c~ This proves the lemma, 

The theorem is a straightforward consequence of 
Lemma 2 and property (5). 

(8) 

Remark: Unlike the result of Ref. 1, the theorem 
proved above does not characterize entropy. To do so 
one must find a representation not only for <1>1 but also 
for <1>2' 

Note added in proof: Since the publication of Ref. 1, 
related results have appeared, for example, in W. Ochs, 
Rep. Math. Phys. 9, 331-54 (1976). 

*Research supported in part by the National Research Council 
of Canada under Grant A-7677 and by IBM-Italia. 

iB. Forte and C.C.A. Sastri, J. Math. Phys. 16, 145:; 
(1975)0 

2We shall drop the subscripts whenever writing them becomes 
too cumbersome and there is no room for confusion. 

°B. Forte, "Sub-additive entropies for a random variable," to 
appear in Boll. Unione Mat. Ital. 
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Stationary axially-symmetric solutions of Einstein-Maxwell
massless scalar field equations * 

A. Eri§ and M. GOrses 

Physics Department, Middle East Technical University, Ankara, Turkey 
(Received 17 January 1977) 

A procedure is presented which enables one to construct solutions to the stationary axially-symmetric 
gravitational field coupled to massless scalar and Maxwell fields. 

1. INTRODUCTION 

Since Janis, Newman, and Winicour1 presented a 
static, spherically-symmetric solution to the coupled 
gravitational and massless-scalar field equations there 
has been some effort to generalize this result to more 
general space-times. First Penney2 solved the coupled 
massless -scalar and gravitational field equations for 
the statiC, axially- symmetric geometry obtaining the 
solution of Janis-Newman-Winicour as a special one 
with spherical symmetry 0 The generalization of the 
Reissner-Nordstrom solution in the presence of a 
massless -scalar field was also obtained by Penney 0 3 
Later JaniS, Robinson, and Winicour4 exhibited the 
solutions of Einstein-scalar and Brans-Dicke field 
equations for static space-times and also gave a proce
dure to generate static solutions of the coupled 
Einstein- Maxwell-scalar field equations and the corre
sponding Brans -Dicke scalar-tensor theory 0 Recently, 
Penney5 has given a conformally-flat solution to coupled 
massless-scalar and gravitational field equations, 

In this work we present a procedure to obtain solu
tions to the stationary, axially-symmetric gravitational 
field coupled to massless-scalar and nonnull Maxwell 
fields, We show that starting from any solution to the 
electrovacuum field equations it is possible to generate 
a whole class of solutions to the coupled Einstein
Maxwell-massless scalar field equations by a suitable 
redefinition of one of the space-time metric 
coefficients, 

2. SOLUTIONS TO FIELD EQUATIONS 

We start by considering stationary, axially-symmet
ric space-times where the sources for the geometry 
are massless scalar and source-free, nonnull electro
magnetic fields, The equations to be solved are 

Ruv=-K(q,;uq,;v+Fu",Fv" -~J{uvF"'BF"'B), (1) 

(2) 

(3) 

where q, stands for the scalar field, 

(4) 

are components of the electromagnetic field tensor and 
the semicolon denotes the covariant derivative. For 
stationary, axially-symmetric fields the relation 

(5 ) 
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enables us to write the space-time line element in the 
Weyl-Papapetrou canonical form 

ds 2 = - exp(21/1)(dt - Wd¢)2 

+exp(-21/1)[exp(2y)(dp2 +dz2) +p2d¢2], (6) 

as in the electrovacuum case, and Eq. (2) reads 

(7) 

where v2 is the flat-space Laplace operator in cylindri
cal coordinates, The coefficients for the space-time 
metric 1jJ, wand the nonzero components of the electro
magnetic vector potential A o and A3 satisfy exactly the 
coupled electrovacuum field equations6 independent of 
the scalar field q,. The remaining field equations 

y,p = p[(1/1)2 - (1/1,.)2]- [exp(41jJ) /4p] [(W)2 - (W)2] 

+ (Kp/2)[(q,)2 _ (q, ,.)2] 

+ (Kp/2) exp(- 21/1)[(Ao,Y - (AO,.)2] 

- [Kexp(21jJ)/4p][(A3,P +r.<!Ao,p)2 

- (A3,e +WAO,.)2], 

Y,e = 2pljJ,pljJ,< - [exp(41jJ)/2p]w ,pw ,e + Kp if> ,pq, " 

+ Kp exp( - 21/1)Ao,pAa,z 

(8) 

- [Kexp(21/1)/P](A3,P +WAa,)(A3,< +wAa,.), (9) 

and 

Y,pp +Y,z< + (ljJ,p)2 + (1jJ)2 + [exp(41jJ)/4p2][(w)2 + (W,.)2] 

+(K/2)[(q,)2+(q,,.)2]=0 (10) 

enable us to define 

y=yV +1'4>, (11) 

where 1'" can be evaluated by integration once a solution 
to 1jJ,1.v,Ao, and A3 is known and 1'4> depends only on the 
scalar field q, as 

(12) 

(13) 

which again can be evaluated by integration once a 
solution of Eq. (7) is specified. Thus we may state the 
following theorem, 

Theorem; If 1jJ, w, yV,Aa, and A3 form a solution to the 
electrovacuum field equations for the metric (6), then 
1/1, w, y,Aa, and A 3, where 

(14) 
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(15) 

(16) 

(17) 

is the corresponding solution to the coupled Einstein
Maxwell-massless scalar field (E, M. S.) equations for 
the metric given by Eq, (6). 

3. CONCLUDING REMARKS 

We have shown that for stationary, axially-symmetric 
electrovacuum space-times presence of a massless 
scalar field as an additional source for the geometry 
merely results in a redefinition of one of the metric 
coeffiCients, provided, of course, that the line element 
is expressed in the Weyl-Papapetrou canonical form 
(6), Thus starting from any known solution of the 
coupled Einstein-Maxwell field equations it is possible 
to generate solutions to the E.M.S. equations by appli
cation of the theorem stated. As a simple example, 
starting from flat space we obtain 

ds2 = _d{2 +exp(2 y 'l>)(dl +dz2) +p2dq/, (18) 

solutions describing a space-time where the source is 
a massless scalar field only. Application of the theorem 
to electrovacuum solutions of the Tomimatsu and Sato7 
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and Ernst6
,B results in a class of five-parameter solu

tions of the (E.M.S.) equations with parameters de
scribing mass (m), electromagnetic charge (e), scalar 
charge (A), rotation (a), and deformation (0). To ob
tain the solution of Janis, Newman and Winicour in the 
limit, it will be enough to take a=O, e=O, and 0-2 

- KA 2 = 1, which reduces the solution to astatic, 
spherically-symmetric one. 

Finally, we would like to add that it is also possible 
to generate the corresponding Einstein-Maxwell-con
formal scalar field solutions9 and solutions of the 
Brans -Dicke scalar-tensor theory. 4,10 

*Research supported in part by the Turkish Scientific and 
Technical Research Council (T. B. T. A. K.). 
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Fluid space-times including electromagnetic fields 
admitting symmetry mappings belonging to the family of 
contracted Ricci collineations 

L. K. Norris, L. H. Green, and W. R. Davis 
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This paper investigates certain symmetry mappings belonging to the family of contracted Ricci 
collineations (FCRC) (satisfying gij!R jj = 0) admitted by the general fluid space-times, including 
electromagnetic fields, that were classified and studied earlier by Stewart and Ellis (1967). Many of the 
results obtained are applicable to the perfect fluid models treated by Wainwright (1970) and Krasinski 
(1974,1975). A major part of this paper represents an extension of previous investigations (1976) of the 
Robertson-Walker metrics and more general perfect fluid space-times that admit FCRC symmetry 
mappings and concomitant conservation expressions. More specificallY, these results provide a number of 
theorems relating to the more general fluid space-times that admit FCRC symmetry mappings (including 
both timelike and spacelike symmetry vectors) that lead to conservation expressions and specific conditions 
on the metric tensors for the given particular cases of these space-times. Also the form of the symmetry 
mappings induced on the electromagnetic fields (when they are present) is investigated in the case where 
specific symmetry mappings on the metric tensor are admitted. In particular, the results of Wainwright 
and Yaremovicz (1976) relating to homothetic motions admitted by given space-times, corresponding to 
perfect fluids including electromagnetic fields, are largely embraced by the more general results obtained 
in this paper. 

1. INTRODUCTION 

In several recent publications1- 3 an important family 
of symmetry mappings, called the family of contracted 
Ricci collineations (FCRC) (satisfying gil LRIJ = 0) was 
introduced together with considerations of certain con
comitant field conservation expressionso Figure 1 of 
this paper provides a symmetry property inclusion 
diagram4 which indicates that the FCRC embraces a 
large family of symmetry properties that includes as 
special cases more familiar symmetry properties 

In Sec. 3 we study spacelike FCRC symmetry map
pings. Most of the results of this section will apply to 

[eo g., motions (M), affine collineations (AC), and Ricci 
collineations (RC)]. In particular, the FCRC has been 
investigated in the case of the Robertson-Walker cos
mological models2 and for more general perfect fluid 
space-timeso 3 

In this paper we extend the work of the above men
tioned papers in several ways. In Seco 2 we investigate 
timelike FCRC mappings (in the direction of the time
like eigenvector of the Ricci tensor) for a large class 
of exact solutions of the Einstein equations which ex
hibit local rotational symmetry (LRS) that may be char
acterized as perfect fluids which include "noninteract
ing" electromagnetic fieldso 5 Most of the fluid models 
that are included in the present investigation were dis
cussed in an earlier paper by Stewart and Ellis,6 who 
classified various particular cases of these models us
ing dynamical and kinematical quantitieso These models, 
when specialized to perfect fluids in the absence of elec
tromagnetic fields, are particular cases of the algebrai
cally special perfect fluid models studied by 
WainwrighL 7 In particular, we give a number of theo
rems that give the necessary and sufficient conditions 
that LRS perfect fluid space-times admit particular 
FCRC symmetry mappingso These theorems could be 
viewed as a partial elaboration of an invariant type of 
classification scheme based on the FCRC admitted by 
particular models. 
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FCRC 

RC 

t 
CC 

M 

FIG. 1. Symmetry property inclusion diagram4• O. FCRC
members of family of contracted Ricci collineations: ttl L RIJ 
=0.1. RC-Ricci collineation:LRIJ=O. 2. CC-curvature col
lineation: LRJkml = O. 3. AC-affine collineation: L r}k = O. 
4. Conf M-conformal motion: L gil = 2agli' 5. S Conf M-special 
conformal motion: LglJ=2aglJ' 'V'1'V'p=0.6. HM-homothetic 
motion: LglJ =2agIJ , a=const. 7. M-motion: LgjJ=o. 
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LRS perfect fluid space-times which include electro
magnetic fields that were studied earlier by Stewart 
and Ellis6 and to the perfect fluid models (with no elec
tromagnetic fields) recently considered by Kransinski8 

and Wainwright. 1 More specifically we give an exten
sion of a generalized Kelvin-Helmholtz theorem found 
previously by Oliver and Davis. 3 

In Sec. 4 we consider symmetry mappings on the 
electromagnetic field tensor and related mappings on 
the space-time metric which can be members of the 
FCRC. In particular, the results of Wainwright and 
Yaremovicz9 and others10 relating to homothetic mo
tions (HM) and motions admitted by space-times, cor
responding to perfect fluids including electromagnetic 
fields, are largely embraced by the more general 
results obtained in this section. 

In an appendix we give the necessary detailed results 
required for the considerations in this paper relating 
to computations of various quantities characterizing the 
exact solutions studied by Stewart and Ellis. Throughout 
this paper statements such as "Case II ... " will refer to 
the classification of the LRS space-times given in the 
appendix. 

2. TIMELIKE FCRC SYMMETRY MAPPINGS FOR 
LRS PERFECT FLUID SPACE-TIMES 

The family of contracted Ricci collineations (FCRC) 
is defined by conditional relations of the from 

(2.1) 

where Hij is any trace-free symmetric tensor that is 
not identically equal to LRi}" Here L denotes the opera
tion of Lie differentiation with respect to the vector 1)i 

where J<f - Xi + E1)i. When, for a particular Hij in a given 
space-time, a vector 1)i satisfying (2.1) can be deter
mined to within a multiplicative constant, then we say 
that the given space-time admits this FCRC symmetry 
property. When a particular choice of Hij in a given 
space-time does not permit the determination of the 
vector 1)i (e. g. , when 1)i is only determined to within 
an arbitrary multiplicative function f satisfying 1)i ° J 
= 0) then we term the mapping an FCRC quasisymmetry 
property. For both FCRC symmetry and quasisymmetry 
properties it can be shown that the defining relation 
(2.1) leads to the conservation expressionll 

'l7
i 

'l7 j [ - ~ ('zLgij + g ij '17 k1)k)) '" '17 /f- g R;1)j) 

",oi(v=gR;1)j)=O. (2.2) 

Throughout the rest of this section we restrict our 
attention to LRS perfect fluid space-times in the 
absence of electromagnetic fields. We shall also assume 
that 2po = IJ. + 3p > O. 

For perfect fluid space-times with matter tensors 
of the form 

Tlj=lJ.uiUj-PYij; (2.3) 

we will consider timelike symmetry mapping vectors 
of the form 1)i = cpui , i. e., symmetry mappings along 
the direction of the matter flow. In a recent paper it 
was shown2 that for mapping vectors of the form 1)1 

= cpui, L Rij may be expressed in the form 
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LHiJ = I/J(UjU j - ~glJ) + 2Pou(jy;)(akCP + 0kCP) 

+ 2pCPu1j + ~giJ '17 k(Pocpuk) , (2.4) 

where it has been assumed that Po= (IJ. + 3p)/2 > 0, where 
Rij = POuiu j + PYji and 

I/J'" 2'17k[POCPUk]_~(2Po)l/2cp'l7k[(2Po)1/2Uk]. (2.5) 

We observe that no sum of terms on the right-hand 
side of (2.4) can vanish unless each individual term in 
the given sum vanishes. Note that if 1)i = cpu i is an FCRC 
mapping vector then the last term on the right-hand 
side of (2.4) will vanish by (2.2). These remarks 
suggest the following three distinct types of choices for 
the tensor Hij 12: 

1 

Hij =A(uiUj - tg;) + 2pcpuij , (2.6) 
2 

Hii = 2POU(i Y;)[akCP + 0kCP] + 2pcpuij , (2.7) 

iiii = A(uiuj - tg;) + 2Pou(j Y; )[akCP + ° kCP]' (2.8) 

where 

(2.9) 

We now proceed to investigate in turn each of these 
types of symmetry demands in the case of LRS perfect 
fluid space -times. 

Theorem 2.1: A LRS perfect fluid space-time with 
Po> 0 admits the timelike FCRC symmetry property 
L Rij = Hii with 1)i = cpui if and only if (i) cP= f(x1)/ (x}:"2Po) 
and (ii) 0l(cpF)=O. 

Proof: First, assume that this symmetry property is 
admitted. From the identity (2.4), setting LRij =Hij 
with 1)i = cpu j and Po> 0, implies (a) 'l7 i (POCPU i )= 0 and (b) 
akCP+ y!oiCP=O. Condition (a) can be solved for cP in the 
form cp=f(X1,X2,X3)/(Xy2pO)' farbitrary. Using the 
results given in the Appendix we find (b) equivalent to 
the three conditions: (i) °l(lncpF) = 0, (ii) °2(lncp) = 0, 
and (iii) yoo(lncp) -ho1(lnF)+ 03lncp=0. However, be
cause of the properties of the functions y, h, F, and 
XY2pO in the three main cases, (iii) reduces to o)ncp=O. 
The proof of the converse is straightforward. 

Using the properties listed in the Appendix for the 
major cases it is easy to show that in Cases I and III 
this timelike FCRC symmetry property is admitted, 
where cp = (const)/ F and cp = (const)/ (XY2pO) in Case I 
and Case III, respectively. In fact, because of

1
the 

special properties of the solutions, in Case I Hij '" 0 
and hence this type of symmetry would correspond to 
Ricci collineations. Moreover, it is not difficult to show 
that this case I RC degenerates to a motion. Applying 
the conditions of the above theorem to Case II we find 
cp = f (X1)/ (Xy2 Po) where cp must satisfy the additional 
condition 01 (cpF) = O. If we assume an equation of state 
of the formp=(y-1)1J., 1<y~2, and put ak=Othen we 
may consider the homogeneous solutions in subcase II a 
considered by Stewart and Ellis. 13 All of these homo
geneous solutions (containing for example a generalized 
Einstein-de Sitter universe) admit the timelike FCRC 
symmetry property of Theorem 2.1 with f= const. Sub
case IIb contains the Robertson-Walker solutions with 
a

k 
= u/j = O. For these solutions we find that the above 

time like symmetry reduces to the symmetry property 
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found earlier2 with cP= (const)/]]\ .. where ](XO) is the 
"cosmic scale factor"14 and where ]=- ooooJ. 

Theorem 2.2: A LRS perfect fluid space-time, with 
Po> 0, admits the timelike FCRC quasisymmetry prop-

2 . 
erty L RiJ = HiJ , with 1j' = cpui , if and only if (0 cp = f(x l

, 

r,x3 )/(Xy2po ), farbitrary and (ii) oo[~rpo]=o. 

2 

Proof: Assume first that the symmetry L Rij = Hij 
with 1ji = cpu i is admitted. From (2.4) we observe that 
setting L Rij = Hi}' 1ji = cpu i , implies (a) 'ii' i[p~/2uil = 0 
and (b) 'ii'JPocpu i ] = O. These two conditions together 
imply (c) UioiCP= cpO, while condition (b) can be solved 
for cp in the form cp=f(x\r,x3 )/(Xy2po ), farbitrary. 
Using this expression for cp and the expression for e 
given in the Appendix in (c) we find oo[~ Y'Po) = O. 

Conversely, assuming conditions (i) and (ii) for 7)i 
= cpu i one can

2 
reverse the steps of the above proof and 

show LR;j=H;j. 

We observe that Case I solutions satisfy condition 
(ii) of this theorem and hence admit this quasisymmetry. 
There is a subcase II a solution, given by Stewart and 
Ellis l3 with an equation of state of the form J1=P that 
satisfies condition (ii) of this theorem and thus also 
admits this FCRC quasisymmetry. None of the special 
Case III solutions presented by Stewart and Ellis admit 
this quasisymmetry property. 

Theorem 2.3: A LRS perfect fluid space-time with 
Po> 0 admits the tinzelil;;e FCRC quasisymmelry prop
erty LRij = Aij with 7); = cpui , if and only if (i) cp = f(x 1

, 

x 2 ,x3
)/ (XY2pO) and either (ii) aii = 0 or (iii) p= O. 

Proof: The proof of this theorem follows from the 
identity (2.4) in a manner similar to the proofs of the 
preceding theorems. 

We observe tha~ bec~use of the special properties of 
Case I solutions Hij = Hij (in Case I). Hence Theorems 
(2.2) and (2.3) are equivalent in Case 1. Case IIb solu
tions contain the Robertson-Walker models, which are 
shear free, and hence admit this FCRC quasisymmetry. 
Stewart and Ellis list, for subcase II a, a generalization 
of the Einstein-deSitter universe. 13 This model is also 
shear free and hence satisfies condition (ii) of Theorem 
2.3 and thus admits the FCRC quasisymmetry of this 
theorem. For futher discussion of the phYSical inter
pretation of the conservation laws that follow in conse
quence of timelike members of the FCRC being admitted 
we refer the reader to the relevant papers1_ 3 mentioned 
in the Introduction. 

3. SPACELIKE FCRC SYMMETRY MAPPINGS FOR 
LRS PERFECT FLUID SPACE-TIMES 

In terms of the definitions, Ricci collineations are 
evidently the simplest proper members of the FCRC. 
Here we will consider first under what conditions 
space-times, corresponding to LRS perfect fluids that 
include electromagnetic fields, admit RC which have 
symmetry vectors 7)i of the form 7)i = cp'fi . 

Theorem 3.1: A LRS perfect fluid space-time admits 
a RC with 1ji = cp'fi if and only if (0 01(PO/ P) = 0, (ij) 
01(cp2p1 )=0, (iii) °1(P2y2) = 0 and (iv) either Pl=O or 
°o(41"x) = 0, 02CP= 0, Ogcp= O. 
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Proof: Assume a RC is admitted by the given space
time. The Ricci tensor can be expressed in the form 
R.,==,\,3 oe p h.h,. Therefore, the RC condition now 

J UOI.= a: aa'O! 
becomes 

te",{h,h,Lp,,+P,,[h;Lh, +hdh,]}=O. 
at=O Ot: Q; Q; Q Q (t 

Forming the independent projections of the above 
equation yields: (a) Lp" + 2eo<p,,~iL~i c= 0, a = 0, 1,2,3 
and (b) p",~iLh,+p~hiLfi=O, a*(3, a,,8=1,2,3. Taking 
a=0,1, and ~ (or 3) in (a) gives hio;(pjP)=O, 
hi il.(cp2pJ=0, and h1o,(P2y2)=0, ~espectively. Taking 
1 ' 1 J 1 
0'=1, (3=0 in (b) gives PI=O or (zi'f.i(JiJ -3 e=-uJoJ lncp. 
Using the results given in the Appendix, the last equa
tion can be re-expressed as ilo(cp/X)=- O. Letting a= 1, 
(3=2 in (b) gives p)=O or hja.cp=O. Letting a=l, 13=3 

2 1 
in (b) gives hi a. cp = 0 or PI = O. If PI '* 0 then hJojcp = 0 

3 1 3 
implies yoocp + ho 1CP + OgCp=O. From the classification 
scheme given in the Appendix, if y '* 0 then X = 1 and 
using ao(cp/ X) = 0 we see that aacp = O. Similarly if h,* 0 
then PI = PI (XO) and using al (cp2Pl) = 0 we see that 01 cP = O. 
Therefore, the condition f/oiCP=oO reduces to 03CP=0. 
The rest of the proof follows in a straightforward 
manner. 

Neither subcase I b nor subcase I c admits a RC with 
a symmetry vector of the form 1ji = cp{zi. In subcase I a 
all of the conditions of the above theorem are met, 
however, the RC degenerates to a motion. In Case II 
the conditions of the theorem are satisfied only in 
special cases. All Case III space-times satisfy the 
above theorem, however, the RC degenerates to a 
motion. 

Next we consider a more general type of FCRC map
ping which is admitted by some of the exact solutions 
given by Stewart and Ellis. 

Theorem 3.2: A matter fluid space-time, that is 
Rij=POuiuJ+Sij (uJSij=O), admits the FCRC quasisym
metry mapping giiLRij = 0, uiuJLRij = 0 with 7)i = cpwi 

if and only if (0 'ii' i(PoWi) = 0 and (ii) V' ;(cpS}wJ) = 0, 

Proof: One can easily show that uiuJLRIj = 0 is equi
valent to 7)kokpo - 2po7)ka

k 
= O. Using 1jk = cpwk and the 

identity V'kwk+2akwk=0 we find 'ii'i(Powi)=O. The 
second condition follows from conservation expression 
(2.2). 

This theorem15 will be discussed presently within 
the context of a generalized Kelvin-Helmholtz theorem. 

We now restrict ourselves to perfect fluid space
times in the absence of electromagnetic fields. For the 
case of a perfect fluid with 1jk Uk = 0 one finds the general 
result 

LRij = 1J(U iUj - tgi,) + 2(po- p)(ujwkj + Uj Wkj )1jk 

+P(L1j)iJ+tgiJ'ii'k(P7)k), (3.0 

where RiJ == Pouiu, + PYij' 1J == 1jko k(PO - p) _1jkak(PO - pi, 
and (L1j)ij =- V'i7), + 'ii'j7)i - t(V' k1jk)gw This decomposition 
of LRij suggests several possible distinct types of 
spacelike members of the FCRC that could be of 
interest. We observe that if LRij = 1J(u,uJ - tgu) 
+2(po-p)x (UiWkJ+UJwki)1jk, then (L1j)ij=O, hence the 
FCRC degenerates to a conformal motion, where 1j' 
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satisfies V'/V}(V i1ji)=O. We also observe that if LRi' 
= IjJ(UiUJ - tgiJ ) + p(L1j )i} then w" = A1j" for some A. J 

Theorem 3.3: A perfect fluid space-time admits the 
FCR~ quasisymmetry property LRi} = p(L1j)ij with 1ji 
= cpw' if and only if (i) V' ,,[ (Po - p)2Wk] = 0 and (ii) V,,(<ppw") 
=0. 

Proof: Assume L R i} = p(L1j)w Comparing this rela
tion with the identity mapping (3.1) we find ljJ(u ,u

J 
- tg 'J) 

1 • • + zg;J V k(p1jk) = O. If we take the trace of this equation we 
find V,,(P1j")=O. Since V',,(P1j") = 0 either 1jJ=0 or (UIU 

1 ) 1 1 -"glj =0. However, (uiu j -:rgij) cannot be zero, thus 
1jJ=0. If 1jJ=0, then 1j"B,,(po -p)-1j"a,,(po-p)=O. Using 
the identity V'kW" + 2a"w"= 0 we find V',,[(Po - p)2Wk ] =0. 
The rest of the proof follows in a similar manner. 

We now interpret the previous two theorems using 
some results obtained by Greenberg. 16 In particular 
Greenberg demonstrated that 

1 DA 1 Dw aiwl 
--=::: ------, 
ADr w Dr w 

(3.2) 

where A is the proper area subtended by the vortex lines 
as they pass through the screen which is the 2-surface 
dual to the surface formed by II; and Wi and where 
DA/Dr=(wi/w)BjA. If the space-time under considera
tion admits a FCRC symmetry mapping with symmetry 
vector 1)1 of the form 1)i = cpwi and wi is an eigenvector 
of the Ricci tensor (with eigenvalue pw) we have from 
the field conservation expression (2.2) V ,,(CPPww") = O. 
Using ViW i +2a j w

i = 0 along with Greenberg's result we 
find 

D
D (cpl/2pl/2WA)= O. 

r w 
(3.3) 

Thus we have that cpl/2p~/2 wA is a constant along the 
vortex flow. This result may be regarded as a generali
zation of the Kelvin-Helmholtz theorem'7 of Newtonian 
fluid theory which essentially states that wA is constant 
along the vortex flow. 16 

Next we examine the above results in the context of 
certain Case I solutions considered by Stewart and Ellis. 
In particular, we note that the FCRC quasisymmetry 
mapping gii L Ri} = 2V'j (Rj1)i) = 0 with 1ji = cpw j is admitted 
in all Case I solutions if cp is of the form cp = f(xo,.>I' , 
x3 )F/ P1wy2 (where P, * 0 and f is an arbitrary function of 
xo, x 2

, and x3 not determined by the symmetry demand). 
Therefore, in accord with the previous discussion we 
find cpl/Zp; /zwA = [j(XO, xZ, x3)Fw/yZ]1 /2A is conserved 
along the vortex flow. Stewart and Ellis consider a 
particular exact solution which corresponds to a Case I 
barotropic fluid which has acceleration and rotation. 
This particular solution is given by:18 w = wol F(X') 

(wo* 0); p = l'I. - r + r - w~ P: )l = -l'I. + r - r + 3w~/ P, 
and x' = f[cr + (2r - r)P - w;]-1/2dF where c, r, rare 
constant. Thus, in this particular case the quantity 
cpl /2p~ /2wA = [j(XO, x2 ,x3)Fw/y2]1 /zA = (two)1 /2A is con
served along the vortex flow. 

If we specialize the above model by setting 2r - r= 0 
and 2w~=c then the conditions of Theorem 3.2 are 
satisfied. This then gives the following two conserva
tion eXpressions: (i) V'k(POW") = 0 and (ii) V,,(CPp,w")=O. 
For this special case one finds Po = 0 ()l = -l'I. + r + 3w~/ 
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P, P = l'I. - T - w~/ P) hence, the conservation expres
sion V,,(Pow") = 0 is trivially satisfied and no Kelvin
Helmholtz type theorem is obtained. The conservation 
expression V,,(CPp,w") is the same expression as dis
cussed above which does provide a type of generalized 
Kelvin-Helmholtz conservation expression. 

4. SYMMETRY MAPPINGS OF THE ELECTROMAGNETIC 
FIELD 

It is of interest, in connection with a study of sym
metry mappings admitted by perfect fluids including 
electromagnetic fields, to consider the explicit form of 
symmetry mappings of the electromagnetic field tensor. 
Several aspects of this problem have received consider
able attention in the recent literature. 9,10,19 Here we 
are particularly interested in conSidering symmetry 
mappings of the electromagnetic field as they relate to 
the family of contracted Ricci collineations. 

Wainwright and Yaremovicz9 have stUdied perfect 
fluid space-times with null and nonnull electromagnetic 
fields present, under the assumption that the space
time admits a homothetic motion (HM, i. e. , Lf{ii 
= 2agli , a= const). In accord with this assumption, 
together with the field equations, they show that the 
electromagnetic field tensor Fj} and its dual * FiJ satisfy 

(4.0 

and 

L* Fij == a* F jj - aPji (4.2) 

with a= L O! where O! is the complexlonzo of the electro
magnetic field, We observe that the pair of symmetry 
mappings (4. 1) and (4. 2) have the interesting property 
that they imply giiL Tii = 0, independent of the form of 
Lgii , where Tii = - t(Fi,F/ -t * Fir * F/) is the electro
magnetic stress-energy-momentum tensor. Hence the 
symmetry mappings (4.1) and (4.2) on the electromag
netic field tensor and its dual induce an FCRC symmetry 
mapping for electrovac space-times. This suggests 
that a generalized form of the mappings (4,1) and (4.2) 
together with the corresponding generalized symmetry 
mapping on the space-time metric could lead to more 
general FCRC symmetry mappings in the case of matter 
space -times including electromagnetic fields, In order 
to find such a generalization we first note that (4.1) and 
(4.2) are special cases of mappings L Fij and L * Fij 
which satisfy 

(4.3) 

In particular if L F i} and L • Fii satisfy (4. 3) then we 
again have f{ii L TiJ = 0 independent of the form of C!fij" 
Of course, if (4.3) holds in a given space-time, condi
tions will be placed on the metric. 

Theorem 4. 1: The elec lromaf{nelic field tensor Fij 
and its dual * Fij satisfy (4.3) if and only if the sjJacl'
time metric satisfies Lf{i} = 2o.!fiJ + 1\;j' where Aij is a 
trace-free symmetric tensor thai satisfies * F!"l\"j 
=* F:kA"i. 

Proof: By definition we have Fii = - ~1)iJk",gJlTg"lS * Frs' 
By taking the Lie derivative of both sides of this equa
tion and assuming (4.3) we obtain * FrsL (1)jik"gkrf{mS) = O. 
Using L 7J iikm -=, 1jjjkm Vr1)r = t1) iik""fir"Lgrs we may rewrite 
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this last equation as (a) 71i}km * F':T(LgmT + tgmTg"bLgab ) 
= O. Defining Ai} = - Lgij - }gii gkmLgkm we obtain from 
(a) that * F-k.A mJj = 0 as desired. The converse is 

.) 

proved by reversing the steps of the above proof. 

We note that by starting with * Fij = h;j k~T gInS FTS ' 
assuming L * Fij = ~71 jjk~T gms L F TS [which is equivalent 
to (4.3)] and repeating the steps in the above proof D.ne 
can derive the equivalent conditions F~JA mJ} = 0 on A'). 

This theorem demonstrates that the general relation
ship (4.3) between LFi} and L * Fij is induced by the 
mapping 

(4.4) 

on the space-time metriC, where Aij must satisfy cer
tain conditions. Only in the case Ai} = 0 does this map
ping on the metric correspond to a conformal motion. 
An example of a nonzero symmetric tensor2l

,22 Ai} that 
can satisfy the conditions of the above theorem is 1I. i } 

= ak.k., where a is an arbitrary function and k i is a , ) 

null eigenvector of F i} and * F ij . 

Having determined the general mapping (4.4) on the 
metric that induces the relationship (4.3), we can now 
in turn use (4.4) to determine the explicit form of the 
mappings on Fij and * F;j' We formalize these results 
for the nonnull case in the following theorem. 

Theorem 4.2: A space-time containing a nonnllll 
electromagnetic field admits the symmetry mapping 
Lg;j = 2ag;j + 1I.u ' where Aij is a tr.ace-free snml1etric 
tensor that satisfies F:/~jk= F':ji\i', if and only if 

(4.5) 

and 

L * Fij = a* Fij - UF;j + *il~jL 7km , (4.6) 

where u= La, il~j = - (l/8f4)F; t km - 2(T"b7ab )-1/2 

X olNF"'Jlo cos(2a) - * FjJ~ sin(2a){ and * il~j '" ~7]ijP.K'~~bA::. 
Here L 7 .. is to be evaluated using the field equations, 
. LlJ- LR -L(T _2. T)=-2V'.'V'a-g .. ('V''V'ka) l.e., T ij - ij ij 2ftil 'j tJ k 
+ 'V' 'V'(.1\ kl - 2~ 'V' 'V'kiL. - L (T .. - ig,·· T) where T i)· is the 

It 1 J k JJ fJ J 

noneleclromagnetic pari of the lotal matter tensor. 

Proof: Assume the space-time admits the symmetry 
mapping LKii = 2agij + Aij where Aij is a symmetric 
trace-free tensor which satisfies F!TJ\Tj = F~TATi. We 
now want to calculate L Fij' Fij can be expressed in the 
form20 F .. =f .. cosa+*f..sina withfi)=f(kin). -kjni ) 

J] t) 1) 

where J' .. is the so-called extremal field, a is the com-
') 

plexion, and ni and k j are the null eigenvectors of 7 ij 
(n.!?i = 1). In order to evaluate L Fij we need to evaluate 
Lf'· .. We do this by expressing Lf, Lkp Lni in terms of 

') 

L 7 ..• In the case of nonnull electromagnetic fields Tij 
I) . . 

= -f2[g .. -2(l?n. +n.!?)]. From the relation F!TJ\T) 
tJ 1 J t J • .' T • 

=F!.rJ\Ti one can show A' TnT=EI?', A' T'? =y~~ and there-
fore 7i7ikAjk= O. We find Lf= - af+ (l/8f 3 )T'i{1jj' Lk j 
= [2a - (1/8f4) TmnL T mn - kmL nm]1l j + (k i /2f2)L Tij , and 
L n) = [2a - (1/8f4)rmnL T mn - nmLllmJn) + (n i /2f2)L:w Using 
these three equations we obtain Lfi) = [a - (1/8f )7mn 

xL T mn)fij + (l/:if)[kinkL 7}k + n/?kL tik - kjnkL tik - nikkL 7Jk J 
and a similar result for L * fij' We now calculate L Fij 
and find 
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(
cosa"T S sina TS\ (k mL 7 + n kmL T + 2f ViOj + 4f 71i)', Tn .m • rm 

- k.nmL 7 mn - nTkmL Tsm)' 

Using the definitions of f ij and F i} given above we find 
Eq. (4.5). A similar result can be obtained for L * Fir 
We emphasize that L T is to be evaluated using the 

m? ') field equations. In particular tf Rij = (Tij - ;igi; T + T Ij 
where T. is the nonelectromagnetic part of the matter 

d 1 ) • LR tensor then L 7i = L Ri! - L (Tij - ;igi! T . Smce ii can 
be found from Lgij = 2agij + Aij the only indeterminacy 
is in the specification of Til" The rest of the theorem 
follows from Theorem 4.1. 

Theorem 4.2 gives the explicit form of the mappings 
on F .. and * Fij when the space-time metric admits 
the s';mmetry mapping (4. 4). When the mapping (4. 4) 
is consistent with L 7 .. = 0 then we have L FiJ = aFt} _ lJ 

+ a* F .. and L * F . = 0* F . . - aF"j' These mappings 
l) 1) a; 

specialize to the mappings found by Wainwright and 
Yaremovicz 9 when A. = 0 and a= const, i. e., in the 

.j 

case of homothetic motions. 23 

If the symmetry mapping (4.4) is to lead to an FCRC 
symmetry mapping then it must satisfy gilL RiJ = O. By 
inserting the mapping (4.4) into gifLR ij [or by using 
(2.2)] we may express the necessary and sufficient con
ditions for (4.4) to be a member of the FCRC in terms 
of a and Ai}. 

Theorem 4.3: The symmetry mapping (4.4) [which 
implies (4.5) and (4.6) when Aij satisfies J\;FJk=A;F}iJ 

is an FCRC symmetry mapping if and only if'V';"jAii 
- 6'V'.'V'ia= O. • 

When the conditions of this theorem are satisfied for 
a space-time that includes an electromagnetic field, 
then the conservation expression (2.2) follows. Further
more there are certain space-times for which the 
symmetry mapping (4.4) effects a splitting of the con
servation expression (2.2) into two parts. 

Consider those space-times which may be character
ized as uncharged fluids including nonnull electromag
netic fields (e. g. , the uncharged LRS models considered 
by Stewart and Ellis), and which admit symmetry map
pings (4.4), (4.5), and (4.6). For those space-times it 
follows from "iiL 7 .. =0 and 'V'.7 iJ =O that 'V'.(T)i71})=O. 

b IJ I , 

It should be noted that this conservation expression 
holds if (4.4) is admitted by the given (uncharged) 
space-time, independent of whether or not gil LRiJ = o. 
If the mapping (4.4) is also an FCRC symmetry mapping 
then it follows that the FCRC conservation expression 
(2.2) splits into the two expressions 'V'i(T~1)!)=O and 
'V' .[(Tl - lOi T)71}J = 0 where T .. is the uncharged fluid 

J. j 2) , tJ 

part of the total matter tensor. 

So far in this section we have not made any assump
tions about the nature of the symmetry vector beyond it 
being a solution of the defining symmetry relation (4.4). 
We now briefly consider two choices for the symmetry 
vector that are suggested by the electromagnetic fields. 

When the matter fluid is charged ('ViFki = Jk"* 0) one 
may consider symmetry vectors in the direction of the 
electromagnetic current vector, i. e. , 1); = <pJi. In this 
case we again find crilL T

j
• = 2'V'.(Ti<pJJ) = 0 if 1)i=<pJi is • ., ) , J 
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a solution of the symmetry mapping (4.4) in the given 
space-time. Thus, if (4.4) is also an FCRC symmetry 
mapping then we again obtain a splitting of the conserva
tion expression (2.2). 

In the case of null fields one can consider a mapping 
vector that is in the direction of the null eigenvector 
(ki) of the null electromagnetic field tensor, i. e. , 71 i 

== CPk i • Thus, if FiJkJ == ° and the source free Maxwell 
equations hold, it is not difficult to show that24

-
25 

L FIJ == ° and L * FiJ = 0. We conclude on t he basis of 
Theorem 4.1 that any null electromagnetic field space
time admits a symmetry mapping of the form Lg

ii 
= 20"giJ + AiJ with symmetry vector 71 i = cpk i where Aii is 
a trace free-symmetric tensor that satisfies AirF;J 

=AJrF".i· 

APPENDIX 

Stewart and Ellis6 have classified the solutions of the 
Einstein gravitational equations (with cosmological 
constant) for a space-time with local rotational sym
metry (LRS), near a point P, which contains a perfect 
fluid including a "noninteracting" electromagnetic 
field. 5 The matter tensor takes the form To = UlIiUJ 
- pY;j + TiJ where u i is the average 4-velocity of the 
matter and T lj is the stress-energy-momentum tensor 
of the electromagnetic field. In the rest frame of ui , 

~ is the energy density of the fluid and p is the pressure. 

Theorem (Stewart and Ellis): If a space-time contain
ing a perfect fluid and an electromagnetic field has LRS 
near a point P, then the coordinate freedom can be used 
to set the metric in the form 

ds 2 = [(dXO)2 / ~(XO, Xl)] _ ~(XO, Xl ) (dxl )2 

_ J"'l(XO, Xl)[ (dx2 )2 + f(x 2 )(dx3)2] 

_ [y(x2
)/ p2(xO,xl )][2dxO _ y(x2)dx3]dx3 

+ X 2(XO, Xl )h(x2 )[2dx1 _ h(x2 )dx3]dx3
, 

where d2 t(x2)/(dx2 f + Kt(x2
) = 0, dy/ dx2 = - 2ct(x2

) , 

dh/dx2= -2Ct(x2
), where K, c, C are arbitrary con

stants. The field equations place no extra demands on 
the form of the metric except in Case II where the fol
lowing condition must be satisfied: 

FXoOo l Y + X(olF)(ooY) - F(aaX)(OlY) = 0. 

The solution has three major cases and Stewart and 
Ellis have subclansified each of these special cases as 
listed below: 

Case I: Y=Y(x1), F=F(xl ), X=l, h"'O; 0"0=0, e=o 

subcase I a: Y = const, F= const, 

subcase Ib: Y=const, 0lF* 0, 

subcase Ic: F=const, 0lY*O, 

subcase Id: 0lY*O, 0lF*O. 

Case II: h=y"'O; wi=O 

subcase II a: Y = Y (XO) , F = F(xO) , 

subcase lib: F=F(xO), OlY(XO,Xl)*O, 

subcase IIc: OlY(XO,X1)*0, 0lF(xO,x1)*0. 
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Case III: F=l, X =X(XO), Y = Y(XO), y '= 0; Wi = 0, ai = ° 
subcase III a: Y == const, 

subcase III b: a oY (XO) * 0. 

For this class of space-time models the Ricci tensor 
can be expressed in the form Rij =L:~=oe(a)p(O<l~I~J where 
e(O)=+ 1, e(j.L) = -1, !J.=1,2,3, PIa) is the O!th eigen
value of the Ricci tensor (P2 = P3) and hi is the O!th 
eigenvector of the Ricci tensor. We n~w list the nonzero 
components of the Ricci tensor, its eigenvalues and 
eigenvectors: 

Case I Case II Case III 

Roo [Ao! ~] [Eo! p2] Co 
R03 [- YAo/ F2] ° ° Ru -AI -~Bl -X2 Cl 
R13 ° ° hX2Cl 
R22 - YZA2 - y2B2 - Y 2C2 
R33 (y2AoI P) - T2Y2A2 - y 2t2B 2 - h2~Cl - T2y2C 

Ao(Bo, Co), Al(BuCl ), A 2(B2,C2) are the eigenvalues of 
the Ricci tensor in Case I (Case II, Case III): 

A 
_ - ,\olF 2(OlF)(OlF) 2(OlF)(olY) c 2 

0- F + p2 - FY + ~y4 , 

A _ - °lOlF + 2(OlF)(OlF). 20 l 0l Y 
1- F p2 ~ Y , 

A 0lolY (olF)(OlY) (OlY)(OlY) K 2c 2 

2=-y- - FY + y2 - y2 - p2y4' 

B _ - °lolF + 2(OlF)(OlF) + (olF)(OlX) _ F(iloF)(oaX) 
0- F~ ~X2 F)(3 X 

FlooaaX 2Fla oaoY 2F(ooF)(ooY) 2(OlF)(OlY) 
- X - Y - Y - FX2 Y , 

B - 01 01F 2(OIF )(il IF) (iJIF)(,\X) F(ooX)(ooF) 
1 = F)(l. + Fl~ + F)(3 - X 

POo0aX _ 2p2(agX)(ooY) 20 lo1Y 2(oIY)(OlX) 
X XY + -xry- + )(3y , 

B _ - paoooY _ F(ooF)(aoY) _ (aIF)(OIY) _ Fl(ogX)(ooY) 
2- Y Y FX2y XY 

0101Y (oIY)(OIX) _ Fl(ooY)(ooY) + (OIY)(OlY) _ K 
+ ~y - xay y2 ~y2 y2 ' 

C 
_ - °o°gX _ 20 000Y 

0- X y' 

C _ - ooogX _ 2(ogX)(ooY) _ 2C4X2 
1- X XY -yr- , 

C _ - GODOY _ (ogX)(ooY) _ (00y)2 _~ + 2C2~ . 
2- Y XY ~ y2 y4 

Corresponding to these eigenvalues we find a set of 
normalized eigenvectors of the Ricci tensor of the form 

ui =hi = (F,O,O,O), 
° hi = (0, X_I, 0, 0), 

1 

hi = (0, 0, y_ l
, 0), 

2 

hi=(y/Yt, h/Yt, 0,1/Yt). 
3 

Most of the cases that will concern us will be LRS 
perfect fluids in the absence of electromagnetic fields. 
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For these cases we place additional restrictions on the 
solutions: in Case I, A 1=A2; in Case II, B 1=B2; in 
Case III, C1 =C2 and Rij=POuiU,+PYi, where P=Pl=P2 

=P3' 

Using the orthonormal tetrad forJUed from the eigen
vectors of the Ricci tensor: w(a)=h.wi=wolal, ala) a , 
=h.ai=ao~a), T(a)(a)=diag(T,-T,T,T), (J=(a+2fl), 

, . [2 1 ) 1 ( )] U(a)(a)=dlag O,-"3(a-fl), "3(a-{3, "3 a-{3 ,where 
w = wJ y2 F (wo-nonzero constant in Case I-zero in 
Case II and Case III), a=-(1/X)d1logF, a=Fdo(logX), 
(3=Fd o(logY), T=fI(E2+B2), and (O,E,O,O) and (O,B,O, 
0) are the electric and magnetic fields in the rest frame 
of ui , respectively. 

lW.R. Davis, L.H. Green, and L.K. Norris, Nuovo Cimento 
B 34, 256 (1976). 

2L.H. Green, L.K. Norris, D.R. Oliver, Jr., and W.R. 
Davis, "The Robertson-Walker Metric and the Symmetries 
Belonging to the Family of Contracted Ricci C ollineat ions ," 
to appear in Gen. Rei. Grav. 
3D.R. Oliver, Jr. and W.R. Davis, J. Math. Phys. 17, 1790 
(1976). 

4For a more complete symmetry property inclusion diagram 
and references relating to the various symmetry properties 
it embraces, etc., see Ref. 1. In accord with the notations 
and definitions used by J. A. Schouten, Ricci-Calculus 
(Springer-Verlag, Berlin, 1954), here and throughout this 
paper we use (0 11k for i1/l1xk, (ii) 'ilk for the operation of co
variant differentiation, (iii) L for the operation of Lie differ
entiation with respect to the vector TJ I , and (iv) round and 
square brackets on indices for the operations of symmetriza
tion and antisymmetrization respectively. The following de
finitions of quantities associated with a timelike congruence 
defined by the 4-velocity ui (uiUi = 1 with signature of metric 
- 2) will be needed: (i) acceleration a i = uJViui ; (ii) expansion, 
()=Vjuj ; (iii) projection tensor, "Yij=giJ-uIUj; (iv) shear ten
sor, Ujj=V(juj}-a(iuj)- G)()"Yij ; (v) ro~atio~.tensor, Wij 
= 'il[Juj] -a[jujJ; (vi) rotation vector, w, =!TJ'JkmuJVmuk, where 
TJ ijkm is the permutation tensor with TJ 0123 = _ (_g)_1/2; and 
(vii) rotation scalar, 2w2 = wiiWij = -. 2wlwl •. Also, the following 
identity will prove to be useful: 'iliw' + 2aiw' = O. 

5Stewart and Ellis· give the following definition: "Space-time 
is said to be locally rotationally symmetric (LRS) 
in the neighborhood N(Po) of a point Po if at each point P in 
N(Po) there exists a nondiscrete subgroup g of the Lorentz 
group in the tangent space Tp which leaves invariant zf', the 
curvature tensor, and their derivatives up to third order. 
.•• Thus g operates in the subspace of Tp orthogonal to u· and 
so g is a one- or three-dimensional group of rotations in 
Tp." In addition, Stewart and Ellis define a "non interacting" 
electromagnetic field: "A noninteracting electromagnetic field 
can be included by adding to TiJ (matter tensor] the extra 
term Tij = !giJ (F km pkm) - FikFJ, Ti = 0, where FiJ is the elec
tromagnetic field tensor which satisfies Maxwell's equations. 
For a charged fluid, Vipii=EU i , V[jFjkJ=O. E is the charge 
density (possibly zero)." Here we note that the conductivity 
is taken to be zero. A. Lichnerowicz, Relativistic Hydro
dynamics and Magnetohydrodynamics (Benjamin, New York, 
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1967), calls this type of system "a charged (or uncharged] 
perfect fluid with a null conductivity in an electromagnetic 
field: •• without induction. " 

GJ.M. Stewart and G. F.R. ElliS, J. Math. Phys. 9, 1072 
(1968). In this context see also G.F.R. ElliS, J. Math. Phys. 
8, 1171 (1967). 

7J. Wainwright, Commun. Math. Phys. 17, 42 (1970). 
BA. Kransinski, Acta Phys. Pol. B 5, 411 (1974); 6, 223, 239 
(1975); J. Math. Phys. 16, 125 (1975). 

9J. Wainwright and P.E.A. Yaremovicz, Gen. ReI. Grav. 7, 
345 (1976); 7, 595 (1976). 

lOR. Michalski and J. Wainwright, Gen. ReI. Grav. 6, 289 
(1975);J.R. RayandE.L.Thompson, J. Math. Phys.16, 
345 (1975). 

11See Refs. 1-3 in relation to the physical interpretation of 
this conservation expression. In particular, in Refs. 1 and 2 
it is shown that for timelike FCRC (with TJI = cpul ) this expres
sion can be interpreted in terms of particle number 
conservation. 

12While the decomposition (2.4) suggests the three particularly 
simple choices for Hij which are listed it certainly does not 
exclude other choices of Hij • 

13See Stewart and ElliS, G p. 1078. 
14S. Weinberg, Gravitation and Cosmology (Wiley, New York, 

1972), p. 413. 
15A somewhat more restrictive form of this theorem was dis

cussed by Oliver and Davis in Ref. 3. 
16p.J. Greenberg, J. Math. Anal. Appl. 30, 128 (1970). 
17We observe that whenever one has an expression of the form 

'ill (j\2wl) = 0, then a generalized Kelvin-Helmholtz type theo
rem is obtained with AwA constant along the vortex flow. 

lBSee Stewart and Ellis, G p. 1075. 
19K.P. SinghandD.N. Sharma, J. Phys. A: Math. Gen. 8, 

1875 (1975); C.D. Collinson, Gen. ReI. Grav. 1, 137 (1970). 
20L. Witten, in Gravitation: An Introduction to Current Re

search, edited by L. Witten (Wiley, New York, 1962), 
pp. 382-411. 

21lt is of interest to note that C.D. Collinson, J. Math. Phys. 
11, 818 (1970), in studying curvature collineations (CC) ad
mitted by Petrov type N space-times has obtained a similar 
mapping on the metric. He has found a mapping of the form 
Lg/j=!cpglj+2111j where 11 is the prinCipal vector of the Weyl 
tensor satisfying C jkm Iii = O. 

22For nonnull fields it is not difficult to show that the conditions 
placed on Aij in Theorem 4.1 imply that the general form of 
Ali is Aii =akiki + bnini+cp<iqj) +d(pipj_qlqi) , where a, b, c, 
and d are arbitrary functions, k i and ni are the null eigen
directions of Fij (kinl = 1), and pi and qi are two space like 
eigenvectors20 of Tlj such that kiPi = kiqi = 0, niqi = nipi = O. 

23Most of the results found by Wainwright and Yaremovicz in 
Ref. 9, including the mappings (4.1) and (4.2), can be shown 
to hold when the space-time symmetry is generalized from 
homothetic motions to special conformal motions (S Conf M) 
which are defined by L gli = 2uglj' Vi'ilP = O. This follows 
from the fact that a S Conf M is a RC G. e., L Rij = 0). 

24We note that R. Sigal, J. Math. Phys. 14, 1434 (1973), has 
L.tij'" 0, where Fjj = F IJ + i* F lj and FjjTJj = 0 which, for 
source-free null fields that obey Maxwell's equations, ap·· 
pears to be incorrect. 

25C.D. Collinson19 has studied the vanishing Lie derivative of 
the electromagnetic field tensor, LF] = 0, and termed this 
symmetry condition a Maxwell collineation. 
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Energy-momentum tensors in the theory of electromagnetic 
fields admitting electric and magnetic charge distributions * 

Hanno Rund 

Department of Mathematics. University of Arizona. Tucson. Arizona 85721 
(Received 9 December 1976) 

When the field tensor of an electromagnetic field admitting both electric and magnetic charge 
distributions is expressed in terms of a Clebsch representation. the extended Maxwell equations in the 
presence of a given gravitational field are derivable from an invariant variational principle in which the 
Clebsch potentials play the role usually assumed by the classical 4-potentials. The corresponding Lagrange 
density gives rise in a unique manner to a symmetric tensor density Thj. which displays some of the 
properties normally associated with the energy-momentum tensor density of the electromagnetic field. 
However. this interpretation may be in conflict with the generally accepted expression for the modified 
Lorentz force. Accordingly an alternative energy-momentum tensor density ehj is derived which does not 
suffer from this drawback. However. when a generalized variational principle for the simultaneous 
determination of the behavior of both the electromagnetic and the dynamical gravitational fields is 
introduced. the resulting Euler-Lagrange equations give rise to extended Einstein-Maxwell equations 
which involve the density Thj. On the other hand. the alternative Einstein-Maxwell equations. obtained 
by the replacement of Thj by ehj • are not derivable from a variational principle. The solutions of the two 
Einstein-Maxwell equations. for the case of a spherically symmetric metric and static electromagnetic 
field. predict distinctly different effects of the magnetic charges on the gravitational field. 

I. INTRODUCTION 

The classical theory of electromagnetic fields admit
ting magnetic as well as electric charge distributions, 
as described by Schwinger! and others, has recently 
been examined2 from the point of view of the Clebsch 
representations of arbitrary skew-symmetric type (0,2) 
tensors in the presence of gravitational fields. 3 In this 
treatment the Clebsch potentials play the role of the 4-
potentials of classical electrodynamics, which allows 
for the formulation, against the background of a given 
gravitational field, of an invariant variational principle, 
from which the field equations may be derived in a rig
orous manner. Since the corresponding Lagrangian is 
required to be a scalar density, it gives rise in a unique 
manner to a symmetric type (2,0) tensor denSity, which 
may be interpreted as the energy-momentum denSity of 
the field. However, as will be indicated below, this 
particular density suffers from several drawbacks, and 
accordingly in Sec. II an alternative energy-momentum 
tensor density which does not display such undesirable 
features is derived. As a direct consequence of its defi
nition, the original energy-momentum tensor density 
must inevitably appear in the extended Einstein-Max
well equations if the latter are to be the Euler
Lagrange equations of an invariant variational principle 
for the simultaneous determination of both the electro
magnetic and the dynamical gravitational fields; how
ever, as will be seen in Sec. III, the alternative Ein
stein-Maxwell equations based on the new energy-mo
mentum tensor density do not appear to be derivable 
from a variational principle within this framework. 
Moreover, it is found that, for the case of a spherically 
symmetry metric and a static electromagnetic field, 
the two Einstein-Maxwell equations expressed respec
tively in terms of these distinct energy-momentum 
tensors, predict different effects of magnetic charges 
on the gravitational field. 

The underlying manifold4 is assumed to be a pseudo
Riemannian space V4 endowed with a metric tensor ghJ' 

it being assumed that g= I det(ghJ) I", O. The entire 
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theory is based on two assumptions, namely that the 
electromagnetic field is represented by a skew-sym
metric tensor field F hi> and that the behavior of the 
latter (in the presence of gravitational effects) is 
governed by the Euler-Lagrange equations resulting 
from the Lagrange density 

(1.1) 

where J\ Sh denote the electric and magnetic current 
densities respectively, while </!h, <Ph are the aforemen
tioned Clebsch potentials which appear in the Clebsch 
representation of F hJ • This representation is deter
mined uniquely by the Euler-Lagrange equations as
sociated with (1. 1), namely as 

(1. 2) 

where 

fhJ=</!Jlh- </!hU, bhi =g-I/2EhJlk<Pkll, (10 3) 

while the remaining Euler-Lagrange equations give 
rise to the extended Maxwell equations 

vfi FihU =- J h, vfi F* Jhu =S\ 

where F*ih denotes the dual of Fih, that is, 

F*Jh =tig-1 /2EihlkF lk' 

(1. 4) 

(1.5) 

Since the Lagrangian (1. 1) is a scalar density, the 
expressions 

T hJ __ 2 -2~ 
_ C ~ , 

ughJ 
(1. 6) 

are the components of a type (2,0) tensor density field, '> 

whose explicit form is given by 

c2T~ = vg [Fil(</!llh - </!hll) + F*il(<Pllh - <Phil) 

- HF 'F)6n. (1. 7) 

This field has the following properties: (i) Thi is sym
metric; (ii) T~ = 0; (iii) ThJ Ii = 0 whenever Maxwell's 
equations with Jh = 0, Sh = 0 are satisfied; (iv) ThJ re
duces to the energy-momentum tensor of classical 
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electrodynamics in the absence of magnetic charges. 
Accordingly the tensor density (1.6) was interpreted in 
Ref. 2 as the energy-momentum tensor density of the 
electromagnetic field. However, this interpretation 
suffers from the following drawbacks: (v) Although Thi 
is invariant under all gauge transformations of the 
Clebsch potentials, its explicit expression does not in
volve only F hJ' but also the derivatives of the Clebsch 
potentials; (vi) when the rate of work done by the field 
on a test particle carrying both electric and magnetic 
charges is evaluated in terms of the modified Lorentz 
force (the latter having been obtained from a separate 
single integral variational principle), the resulting ex
pression is not, in general, consistent with the 4-di
vergence of T{ Because of property (iv), these diffi
culties do not arise in the absence of magnetic charges. 

One is therefore confronted with two alternatives. On 
the one hand, one might abandon the modified Lorentz 
force (which, in flat space-time, reduces to the 
Lorentz force postulated by Schwinger6 and others); 
this would necessitate the replacement of the afore
mentioned single integral variational principle, which is 
independent of (1. 1), by a more appropriate one. On 
the other hand, one might seek an alternative energy
momentum tensor 8hJ which possesses the desirable 
properties (i)- (iv), but which does not display the draw
backs (v) and (vi). In view of the physical feasibility as 
well as the mathematical simplicity of of the modified 
Lorentz force, the second of these alternatives will be 
explored here: This is the obj ective of the present 
note. 

II. THE ALTERNATIVE ENERGY-MOMENTUM 
TENSOR 

In a flat space-time the modified Lorentz force due 
to electric and magnetic field strengths E and H is as
sumed to possess the form 

F =[ pE + (l/c) j XH] + [aH - (l/c)sX E], (2.1) 

where p and a represent the electric and magnetic 
charge densities respectively, the 4- vector representa
tion of Jh and Sh being taken as 

In terms of the usual identification 7 

the relation (2.1) may be shown to be equivalent to 

Fct=FctIJI_F~ISI (0'=1,2,3), 

to which we adjoin a fourth component, namely 

F4=F41JI- FtlS I =ic-1[E· j +H· s], 

(2.2) 

(2.3) 

(2.4) 

(2.5) 

which represents the rate at which work is done by the 
field. Since the Maxwell equations (1. 4) imply that 

. 3E aH 
J =cVXH -ai' s=- cVXE-Tt, (2.6) 

it follows that (2.5) is equivalent to 

. ( JI * I) aE 3R zc F41 - F 41 S =E' at +H· at +c(H· VXE- E oVXH) 

1 a ="2 at (E2 +Jl2) + c div(E x H). (2.7) 
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In regions devoid of electric and magnetic charges this 
gives rise to an equation of continuity, that is, a con
servation law. Thus, in accordance with our program, 
we shall now construct a tensor density 8~ which is such 
that, in flat space-time, the right-hand side of (2.7) 
is proportional to the 4-divergence of 8f. 

The relations (2.4) and (2.5) clearly indicate that this 
purpose will have been attained quite generally if the re
quired tensor denSity 8~ is such that 

(2.8) 

as a consequence of Maxwell's equations (1. 4), and this 
condition is certainly satisfied if 

c28~1i = Vg (F hlFJlli + FtIF*Jl IJ ). (2.9) 

Now, from the definition (1. 5) it follows that 

EhIP,F*illJ =~ig-l 12EilmkEhlPqli' mkli 

= ~ig-l 12 6~'PokF mk Ii 

= ig-1I2(Fpolh + F ohlP + F hP 10)· (2. 10) 

This is multiplied by FPo, which gives 

where repeated use has been made of the skew-sym
metry of FM, It is now observed that the inverse of 
(1. 5) is given by 

Ftl = hg1 /2EhIPO FM , 

and accordingly (2. 11) yields 

FtlF*il li =FiIF hili - t(FlmF 1m) Ih' (2,12) 

This is merely an identity which depends solely on the 
skew- symmetric character of F hi and the definition of 
its dual. However, when (2,12) is substituted in the 
condition (2.9), the latter becomes 

c28~1i = vg [F hi Filii + F hili Fil - t(FlmF Im)lh] 

= vg[Fhlpi l - t6~(FlmFlm)]Ii' 

which may be integrated to yield 

c28~= vg[FhIFi l - t6{(Flmp 1m)]. (2,13) 

This, then, is the required form of the alternative en
ergy-momentum tensor denSity. It is remarkable that 
its formal structure in terms of Fhi is identical with that 
of the energy-momentum tensor of claSSical electro
dynamics, despite the fact that the representation (L 2) 
of F hi involves 2- (rather than 1-) vector fields. 

It is obvious that the tensor field 8~ as defined by 
(2,13) satisfies the conditions (i)- (iv) of the previous 
section, while, as a result of our construction, the ob
jections (v) and (vi) do not apply. 

III. THE EXTENDED EINSTEiN-MAXWElL EQUATIONS 

In the above theory it is tacitly assumed that the 
metric tensor of V4 assumes preassigned values, How
ever, if the Lagrangian (1. 1) is augmented by an addi
tive term a VgR, where a is a suitably chosen constant 
and R denotes the scalar curvature of V 4 , theyariational 
principle8 based on the resulting Lagrangian L not only 
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yields the Clebsch representations (1. 2), (1. 3) of Fhh 
the Maxwell equations (1.4), but also the field equations 
in vacuo 

(3.1) 

in which Rhi is the Ricci tensor and K is the gravitational 
constant. The presence of Thi on the right- hand side of 
(3.1) is a direct consequence of its definition (1. 6) and 
the appearance of the term - ai/aghj in the Euler
Lagrange equation for ghi. 

Again one is confronted with two alternatives. First, 
it would seem to be more consistent with the analysis 
above to replace Thi by ehl in (3.1). But, under these 
circumstances, the resulting Einstein-Maxwell equa
tions could be derivable from a variational prinCiple 
only if it is possible to construct a Lagrangian L* which 
is such that (1. 2), (1. 3), (1. 4) remain unchanged, the 
term - aL*/aghi giving rise to ehi rather than to Thi. 
The second alternative is simply the acceptance of (3.1) 
without change. 

Let us briefly consider the first possibility, setting 

L=L*-L. (3.2) 

Our requirements would be met if the Euler-Lagrange 
equations of L for the Clebsch potentials 1/ih' ¢h are 
satisfied identically, and if 

- 2~ =c2(ehi _ Thi). 
aghi 

But since (1. 7) can be expressed in the form 

(3.3) 

c2Th = /fi[Fi1fhl + iF*i1bth - io~(F 0 F)], (3,4) 

it follows with the aid of (2.13) that (3.2) is equivalent 
to the condition that 

- 2~ =i.r;;ggmh[Filb + F*Jlb* ] oghi ml m l • 

With the aid of (1. 2) and (1. 3) it is seen by inspection 
that the right -hand side of (30 5) is a quadratic poly
nomial in 1/ih lh ¢h/j, which is also homogeneous of de
gree - 1 in ghi' Hence L must be a density which is 
homogeneous of degree 0 in ghi while being quadratic in 
1/ihli' ¢hU' Now, it is readily verified that the only den
sity satisfying these requirements for which the Euler
Lagrange equations for 1/ih and ¢h are satisfied identi
cally possesses the form 

where A, B, C are arbitrary constants. But since this 
expression is actually independent of ghl, it cannot pos
sibly satisfy the condition (3,5). It is therefore conclud
ed that there does not exist a density L of the required 
kind. Thus it would appear that, within the present 
framework, the alternative to the field equations (3.1), 
namely 

/fiRhi =- 81fKC-2ehi , (3.6) 

cannot be derived from a variational principle, 

Nevertheless, Eqs. (3.1) and (3.6) lead to distinctly 
different physical conclusions, which are best illustrated 
by the following special case. Let us suppose that our 
metric is represented by a spherically symmetric line 
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element 

ds 2 = _ (e Adr2 + r2 de2 +r2 sin2ed¢2) + c2e" dt2, (3.7) 

with A = A(r), v = vCr), and that a static electromagnetic 
field is given, whose Clebsch representation is charac
terized by 

1/i", =0, 1/i4 =iV(r), ¢'" =0, ¢4 =iU(r). (3.8) 

Under these circumstances the Maxwell equations (1. 4) 
imply9 that the derivatives of V and U are given by 

V' = Er-2 exp[(A + v)/2], U' =yr-2 exp[(A + v)/2j, (3.9) 

where E and yare constants of integration, which are 
interpreted as the electric and magnetic charge re
spectively of the gravitating mass which gives rise to 
the metric (3.7). These deductions are independent of 
the choice of the energy-momentum tensor. Also, for 
the field (3.8) the electromagnetic field tensor assumes 
the form 

( 

0 0 0 - ie-
A V') 

j _ 0 0 g-l /2r2 sin2 eu' 0 
F h- 0 _g-1I2r 2U' 0 0 

ie-vV' 0 0 0 

(3.10) 

and it may be verified with the aid of (3.9) that, under 
these Circumstances, 

T~ = ~C-2(E2 _ y2)gl /2r -4 diag[ - 1,1,1, - 1], 

while 

e~ = ~c-2 (E2 + y2 )g1l2r -4 diag[ - 1,1,1, - 1], 

(3.11) 

(3.12) 

where diag[a, b, c, d] denotes the 4x 4 diagonal matrix 
with (ordered) diagonal entries a, b, c, d. When (3. 11) is 
substituted in the field equation (3.1), the resulting 
solution is given by 

(3,13) 

where 111 is a constant of integration which is identified 
as usual with the mass of the gravitating body. How
ever, as a result of (3.12), it is found that the corre
sponding solution of the alternative field equation (3.6) 
is given by 

(3.14) 

thus predicting a different effect of the magnetic charge 
on the gravitational field, It is remarkable that the 
generalized Reissner-Nordstrom metric generated by 
(3.14) is identical with a line element postulated very 
recently by Adler, 10 who showed that such metrics ex
hibit some physically significant features, particularly 
with regard to the quantization of charge and angular 
momentum. Clearly the ultimate choice between the 
field equations (3.1) and (3.6) must await further 
developments. 
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On the macroscopic equivalence of descriptions of 
fluctuations for chemical reactions 
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Three descriptions of spontaneous fluctuations in macroscopic systems have been proposed: One uses 
generahzed Fokker-P1anck equations and treats fluctuations as a stochastic diffusion process; another uses 
a connectIon between fluctuations and dissipation and generalizes the Langevin method; the third is the 
master equatIon theory which treats fluctuations as arising from a birth and death process, For a variety of 
systems It IS known that the master equation theory is identical to the tluctuation-dissipation theory in the 
macroscopIc hmlt, For chemical reactions it is shown here that the appropriate diffusion process also 
becomes IdentIcal wIth the fluctuation--dissipation theory in the macroscopic limit. 

I. INTRODUCTION 

The random fluctuation of a particle undergoing 
Brownian motion can be described in a variety of ways. 
The earliest description was the diffusion equation 
approach of Einstein1 and Smoluchowski,2 which lead to 
the more complete Fokker-Planck description. 3 A 
second way of describing Brownian motion is the fluc
tuating force approach of Langevin4 and Ornstein
Uhlenbeck.s Finally the use of the urn models G provides 
a description of Brownian motion as a birth and death 
process. Although each of these descriptions of sponta
neous fluctuations has a different mathematical struc
ture' all three methods are equivalent when applied 
near equilibrium. 7 

Recently these approaches for describing Brownian 
motion have been generalized so as to apply to fluctua
tions for a wide variety of macroscopic variables. 
Generalized Fokker-Planck equations, which describe 
a stochastic diffusion process, have been introduced to 
describe fluctuations in optical systems. 8 A generaliza
tion of the Langevin approach based on a connection 
between fluctuations and dissipation has been used to 
describe fluctuations associated with macroscopic 
transport equations. 9,10 Finally the master equation 
theory, which generalizes the urn model, has been used 
to describe fluctuations in a number of physical pro
cesses, 11,12 All three theories purport to describe 
spontaneous fluctuations and are based on the form of 
the transport equations. Since the transport equations 
are valid only in the limit of large system, these theo
ries are relevant only for describing fluctuations in the 
macroscopic limit. As a consequence, it is only this 
limit of these theories that is phySically important. 
Because none of the alternative theories has a clear 
foundation in statistical mechaniCS, it is not possible to 
say a priori that one approach is more fundamental than 
the othe rs. On the other hand, it is the purpose of this 
note to argue that all three theories are equivalent in the 
macroscopic limit. In this sense, the three descriptions 
of fluctuations are equally valid in the macroscopic do
main, and the real test of their validity lies in compari
son with experiment. 

It is already known for a number of examples l3
-

1S that 
the macroscopic limit of the master equation theory 
coincides with the random force theory based on fluctua-
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tion-dissipation postulates. This correspondence shows 
for a uniform system of coupled chemical reactions 
that, in the limit of a large system, the conditional 
probability denSity obtained from the birth and death 
theory approaches the Gaussian form given by the fluc
tuation-dissipation postulates. 13,14 The results below 
show that a similar result holds for the conditional 
probability for stochastic diffusion processes modeled 
after the mass action law for chemical reactions. 
Although only chemical reactions are explicitly consid
ered here, the fact that macroscopic transport laws 
have a canonical form similar to the mass action law 10 

suggests that the correspondence is more general. ' 

The outline of this work is as follows. First, 
Fokker-Planck equations for a stochastic diffusion pro
cess are introduced for chemical reactions and this 
approach is compared to the fluctuating force theory 
given by fluctuation-dissipation postulates. To motivate 
the equivalence of these theories, the stationary equi
librium distribution for the chemical reaction X + Y 
=2X is obtained analytically for the two theories. These 
distributions are different, but in the macroscopic limit 
the diffusion theory approaches the Gaussian form ob
tained from the fluctuation-dissipation postulates. It is 
then shown how to systematically expand the Fokker
Planck equations for the conditional probability of the 
diffusion process in terms of the inverse volume. The 
terms which survive the infinite volume limit yield the 
equation solved by the Gaussian form obtained from the 
fluctuation-dissipation postulates. Finally the mean 
convergence of the two processes is proven. Estimates 
of the validity of the approximate GaUSSian solution 
suggests that it is valid at typical densities and for 
volumes containing more than a few thousand molecules. 

II. STOCHASTIC DIFFUSION PROCESSES FOR 
REACTIONS 

In this section a stochastic diffusion process is asso
ciated with a system undergoing chemical reactions. 
The system considered here is uniform at fixed tem
perature and fixed volume and consists of k different 
kinds of molecules-symbolically Cu C 2 , •• " C k -

undergoing m distinct elementary chemical reactions. 
In addition to being changed by the chemical reactions, 
it is supposed that the number concentration, 11;, of the 
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molecule C i changes due to an external source, whose 
strength K j is independent of all the n;o Thus the rate of 
change of the number densities is given by the 
expression 

(1) 

where IJ. j is the stoichiometric coefficient for C i in the 
Kth reaction. The forward and reverse rates of the kth 
reaction are written as v: and are given by the mass 
action law 

(1 ') 

where K: is the rate constant and l:j is the number of 
C j molecules involved in the forward or reverse step of 
the Kth reaction. Since the variables nj represent con
centrations, the rates Vi are independent of Ihe 1Joluml' 
at fixed concenlrationo 

To associate a stochastic diffusion process with the 
reactions in Eq. (1) requires the specification of the 
Kolomogorov forward (Fokker-Planck) equation for this 
process. 16 This equation is satisfied by all single time 
probability densities, Wen, I), where 

wen, t)dn = probability of number densities in the 
interval dn around n at time I. 

The Fokker-Planck equation for the diffusion process 
is taken to be 

oW(n,t) + aVi(n,t)W(n,t) _.!.. a2Yii(n)W(n,1) --0 (2) 
at ani 2 anionj - 0 

In Eq. (2) the Einstein summation convention for re
peated indices is used and 

Yij(n) = WI E IJ.;(V: + V~)IJ.j' . (3 ) 

where n is the volume of the system. The second term 
in Eq. (2) is the drift term and it is natural that the 
macroscopic rate function Vj(n, t) appear there (cf. Eqs. 
(20) and (21) below I. The form of the diffusion matrix 
yj/n) in Eq. (3) is patterned after the terms which 
cause fluctuations in the fluctuation-dissipation theo
ry. 14 Equalions (1)-(3) complelf'ly de/inc the Markol' 
stochastic process and dell'rminl' Wen, t) OI1C(, W(n, 0) 
is gil'ell. When the initial condition is perfectly sharp, 
i.e., W(n,O),,,-o(n-nO), the solution to Eq. (2) is the 
conditional probability density, P2 (nO I nt). 

An entirely different description of fluctuations a for 
chemical reaction is given by the fluctuation-dissipation 
theory. 9,10 In that theory the conditional probability can 
be shown to be the Gaussian9 

PJd(nO I nt) = «211)k deto(nO, 1))-1/2 

(4) 

where the superscript/d denotes the fluctuation-dissi
pation theory result. In Eq. (4) the conditional average 
is n(nO

, t) and is found by solving the deterministic Eq. 
(1) subject to the condition n(nO, 0) = nO 0 The conditional 
covariance matrix is 9 ,10 

1317 

o(nO, t) = I; Pexp[ - .r: H(nO, r)dT] y(nO, s) 

x (Pexpl- tH(no,T)dTDTds 
, ., 
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(5) 

with Pexp the time ordered exponential, 17 the matrix 
11 is 

and I' (nO , s):= y(n(nO, s». 

The conditional probability in Eq. (4) results from the 
fluctuation-dissipation postulates which assereo (0 that 
the conditional average satisfies Eqo (1) and (ii) that de
viations from the conditional average, on=n -n(nO, I), 
solve the stochastic differential equation 

don -
Tr=H(no,t)on +£(1), (7) 

where < f(t)) = ° and 

<fj(t)l;(s»=y/j(n(no,t) 0(1 -8), (8) 

with I' obtained from Eq. (3), and nt) is Gaussian. 

Actually the diffusion process satisfying the Fokker
Planck equation (2) can also be associated with a sto
chastic differential equation, although this equation is 
different from Eq. (7). Indeed every stochastic diffu
Sion is generated by an Ito stochastic differential equa
tion. '7 For Eq. (2) the associated Ito equations are 

(9 ) 

where the U'j are independent Wiener processes and the 
matrix g is the square root of Y, i. e, , 

(10) 

As is known, 8,18 this simple correspondence between 
a stochastic diffUSion and a stochastic differential equa
tion does not hold true if one chooses Stratonovich's 
definition of the stochastic integral; however, this 
correspondence is generally true when Ito's definition 
is used. Since, loosely speaking, dw/dt is white nOise, 
the form of Eqs. (9) and (10) suggests a Similarity be
tween the diffusion process and the fluctuation-dissipa
tion process. They are not, however, identical since 
Eqs. (7) and (8) imply the GaUSSian conditional denSity 
in Eq. (4) whereas Eqs. (9) and (10) give a Gaussian 
form only in the limit of a large system. F'urthprmore 
a diffusion process is a Markov process, 16 whereas the 
Gaussian conditional density in Eq. (4) is known not to 
satisfy the Smoluchowski equation as an identityl1 and 
so it is not a Markov process. These distinctions will 
be clarified in the following sections. 

Another similarity between the diffusion process and 
the fluctuation-dissipation process can be seen by 
calculating the time derivative of p~d using Eqs. (1), 
(4), and (5), It is verified, after a short calculation, 
that }>f1(on, t), Pt"(no: nt) satisfies 

"pN "1'Jf1 1 ~2 (-( 0 I»pfd _r, _ + all ,,(n(nO t)) _vI_l }_. ___ c. I' jt n n , 'c- 0 
ill 1) , (l On i 2 i1 011 ;21 0/1; 

(11) 

with pf1(on,0)=,0(6n) and ol1jc~n}-lli(nO,/). Equation 
(11) is closely related to the Fokker-Planck equation 
(2) for the diffusion process, An important difference is 
that the drift and diffusion terms in Eq. (11) depend on 
time and the initial condition. As a consequence an un
conditional density, Widen, I), for a fluctuation-dissipa-
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tion process does not identically satisfy an equation 
like Eq. (2). 

What is shown in Sec. IV is that the conditional den
sity for the diffusion process satisfies Eq. (11) asymp
totically as the volume of the system gets large, 
Furthermore it is shown that the conditional density for 
the diffusion actually converges (L) to the Gaussian 
density of the fluctuation-dissipation process. In this 
sense the two descriptions of fluctuations become iden
tical in the macroscopic limit. 

III. AN EXAMPLE 

To motivate the macroscopic equivalence of the pro
cesses generated by the Fokker-Planck equation (2) and 
the fluctuation-dissipation postulates, the equivalence 
of the equilibrium distributions is demonstrated for a 
simple example. Consider the chemical reaction 

X+ y,,-' 2X 

with K+ =K- '" 1. If no external sources are present, 
then }1, +ll"oon=const, and Eq. (1) simplifies to 

Only fluctuations in 11, need be considered since on, 
- - all,,, and so Eq. (3) becomes 

y(n)=n-1[n,(n -11.) +n~l=n-1nll" 

(12) 

(13) 

where &2 is the volume. For the single independent vari
able 1/x> the Fokker-Planck equation (2) becomes 

ilW all,(1I-2nx)W .!..a2n-1
mlxW_

0 --+ - 2 -. al an x 2 211, 
(14) 

The difficulty in solving Eq, (14) is evident because of 
the nonconstant coefficients. However, an exact solution 
for the eqUilibrium density can be found since the equi
librium density solves 

(15 ) 

Equation (15) can be integrated twice in a straightfor
ward fashion to yield 

W~(11 x) '" (rlA/llIlJ exp[ - 2n(llx - 11")2 /n 1 
I I 2 

x [1 + B(n/2n V 12 (2() I" I ("e -nx I exp(y2) dvJ, 
. a 

The superscript "d" denotes the result for the diffUSion 
process, A and B are constants, and /I"=n/2 is the 
equilibrium value of /lx' In order that the density can be 
normalized, the singularity at 11, 'co 0 is removed by 
setting'9 

(2"1 ,l/2n" 
B(n/20)1/2,_ - f ," exp(y2)dY. 

Thus the equilibrium 
0 
density for the diffUSion process is 

W'(n) == (WO In) exp[ - 2n(n x - ne )2 In 1 . 
1/2 n/l'/2e 

j"Wln) (ne-nx) (2) 1/'(2" n n 
X (1 -. 0 exp y dy . a 

xexp(y2)dy) (16) 

with WO a normalization constant. 

For comparison, the equilibrium density for this 
reaction can be gotten from the fluctuation-dissipation 
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postulates by taking the limit t - 00 in Eq. (4). Accord
ing to previous work,9 this gives 

Wfd(n) = (7T1l/20)'/2 exp[ - 20(n, _n")2In], (17) 

The expressions for the equilibrium probability densi
ties in Eqs, (16) and (17) are exact for the diffusion and 
fluctuation-dissipation processes and for arbitrary 0 
and n are obviously not the same, However, it is easy 
to see that in the limit 0 - 00 with n fixed, the density 
in Eq, (16) approaches the Gaussian form in Eq, (17). 
This follows since 0 oS I i1x - n" I ,:; 11", so that as 0 - 00 

with n fixed, the integral ratio in Eq, (16) vanishes 
unless 11 x = 0 or n. Also in this limit the denSity Wd(n,> 
becomes sharply peaked around ne and so has as a 
limiting form the Gaussian in Eq. (17), 

Incidentally, it is easy to check, for this example, 
that the birth and death process associated with this 
reaction12 is different from these two stochastic pro
cess. Using standard results,20 the birth and death 
theory gives a binomial distribution for the equilibrium 
probability that the number of X molecules is N" i. e." 

Wbd(NJ~,N!/2N(N-NX>!Nx!' (18) 

where Ii c: N/n and I/ x = Nx/n. This result is different 
from both Eq. (18) and Eq. (17), but according to the 
Laplace-De Moivre central limit theorem, 21 the fluc
tuation-dissipation result in Eq. (17) is recovered in 
the limit 0 - <Xl with nand n, fixed. 

IV. THE LIMIT n ~ 00 

The example of the previous section can be general
ized by looking at the conditional probability densities 
for the diffusion process in Eq. (2). Although Eq. (2) 
cannot be solved directly, the fact that the diffusion 
term vanishes in the limit 0 - 00 permits the introduc
tion of systematic approximations which allow the 
asymptotic density to be obtained for delta-function 
initial distributions. 

The complete Fokker-Planck equation for the condi
tional density pg(nO I nt) for the diffusion process in 
Sec. II is 

ap~ a viPi 1 iJ2y ij P1 --+----- =0, 
01 Gil i 2 ,(hzJJn j 

P;i(nO I nO)--= 6(n - nO) . 
(19) 

To clarify the expansion which follows, the literal 
limit 0- 00 is taken on both sides of Eq. (19). Since 
Eq. (3) shows that y .. is proportional to 0-" and Vi is 

1.1 -d I[ 

volume independent, this gives for P 2 '" 1imn_~P2 

ilPg +aViP~ =0, 
(! I iJll i (20) 

p;:(nO I nO) = 6(n - nO). 

In this equation only a drift term remains and the unique 
solution to Eq. (20) is the delta function 

~(nO I nt) = o(ii - ii(nO, 1)), (21) 

where n(nO
, t) is the deterministic solution to the rate 

Eq. (1). Thus to lowest order in 0 -1, the solution is 
perpetually sharp around the deterministic solution. 
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The persistence of a sharp deterministic solution in 
the infinite volume limit suggests that the asymptotic 
form of the probability density can be obtained by look
ing at the deviations around the deterministic solution, 
onj=nj-nj(no,t). These deviations are small, and a 
proper scaling is required to see their distribution in 
the limit that Q - 00, The usual central limit theorem 
type scaling, on j =Q-1/2qj , is appropriate. This leads 
to the Taylor expansions for the streaming and diffusion 
terms, 

(23) 

The volume dependence of y [see Eq. (3)] has been made 
explicit in Eq, (23) by writing Yo = y7j W \ the overbars 
represent evaluation at n, and the superscripts repre
sent partial derivatives, For the mass action laws in 
Eq. (1 ,) these expansions terminate at some small 
integer K which represents the highest order of the 
reaction occurring. In realistic examples K is no larger 
than 3. 

The density of the scaled variables q is 

p1(q, t);: pi(nO I ii(nO, f) +Q -1 /2q, f). 

The equation solved by this function can be gotten from 
Eq. (19) and the identity 

opd = oP~ + Z!.1 d1l; = 011 + (jpd Vj(ii, f)Q1/ 2. 

of af ani df at aqj 

Substituting this result and the Taylor expansions in 
Eq. (19) yields 

apd - I:K .. ( k / • / _ +0 V'q. + . VJ1 .. ··,)kq. " 'q. Q 1- l 2 p'''aq. 
at I, ~.2 I '1 'k J ' • 

(24) 

(25) 

As long as qj stays the order of unity in Q, this is a 
systematic expansion of the differential equation into 
powers of Q-l/2. Only the first terms inside the deriva
tives survive the limit Q - 00 and asymptotically the 
equation becomes 

apd + 0 V{ qjpd _.!. a2Y;jJ>d = 0 
at aql 2oq joqj • 

Returning now to the unscaled variables 01l j , the limit
ing equation becomes 

aJ>d +aH n ° f» onjJ>d _.!. 02yiJ (n(nO,t»Pd -0 
at Ii n n , . aon; 2 oonjoonj -, 

J>d( on, 0) = o( on), (26) 

where the identity Vj = Hjj(ii(nO, t» has been used. Equa
tion (26) is identical to Eq. (11), which is the equation 
solved by ptd(nO I nt), the conditional density obtained 
from the fluctuation-dissipation postulates. Thus the 
unique solution to Eq. (26) is the Gaussian density in 
Eq. (4). 

1319 J. Math. Phys .• Vol. 18. No.7. July 1977 

Although these conSiderations are suggestive, they 
do not really constitute a derivation of the limiting 
equivalence of the stochastic diffusion in Eqs. (1)-(3) 
and the fluctuation-dissipation process in Eqs. (7) and 
(8). The difficulty is in justifying the neglect of the 
higher order terms in qj. An identical problem arises in 
van Kampen's expansion11 which has been used to treat 
the Q - 00 limit of master equations. 14,15 In both cases 
what is needed is a proof that the coefficient of W k

/
2 in 

Eq. (25) is of order n(Hl/2 or smaller. Although this 
problem has been ignored in most treatments of master 
equations,l1 the expansion procedure is justified by 
Kurtz's work. 13 For the diffusion process intrOduced 
here, this problem is confronted in the following 
section. 

V. A LIMIT THEOREM 

The derivation of the Q - 00 limit in the previous sec
tion suffers from the limitation that the coefficients of 
the powers of W 1j2 in Eq, (25) have not been shown to be 
of negligible order. On the other hand, it is easy to 
show that these terms are neglegible for the GaUSSian 
solution which results from this assumption. Conse
quently the neglect of these terms is at least self-con
sistent. Actually more than this is true, and the mean 
convergence of the exact solution to the Gaussian solu
tion is shown below, 

The results in this section are based on the following 
L 1 estimate of the difference between the exact solution 
to the FOkker-Planck equation (19), Pg, and the 
Gaussian ptd which is derived in the Appendix: 

I! Pg(t) - Ptd(t) II ;: J I I1(nO I nt) - ptd(nO I nt) I dn 

,,;JoTdTJdnILRp~d(nOlnT)I, (27) 

where 0,,; f"; T and LR is the differential operator in
volving the higher order terms in Eq, (24), i. e. , 

L R ,;: fa t V~1"" ·jkon. '" On. ,\jan. 
\: k::2 J 1 J k J l 

1( K.. )0 - -2 02 .0 y'l' .... 'kon, . ... on, on,. nn. 
k:l lJ 1 J k } 

(28) 

The inequality in Eq. (27) can be used to show that 
the Gaussian density p{d remains a good approximation 
to 11 for appreciable times if the volume is large, To 
see this, the integrals over concentration n are written 
out more completely taking advantage of the exact 
scaling on j =Q-1/2qj for the Gaussian solution, i.e., 
from Eqs. (3) and (5), a(nO,t)cx:Q-1. This variable 
change gives 

J dnlLRp~dl 

=Jdq/fa<AvJ1 •.... jkq "'q.Q-(k-!l/2Pfd(q)\/a . 
\ ~ j j1 'k JI' q I 

+ (0 2 t yi/l'····jkq j1" . qjP-k/2Pfd (q»)/aq; oq I, 
H 1 (29) 

where pfd(q) is the Gaussian density resulting from Eq. 
(4) for the change of variable nj _ nj = Q-1/2q j' Because 
a(nO, t) is proportional to Q-t, pfd(q) is independent of Q, 
Since neither the derivatives of V or y* depend on Q, 

this explicitly shows that the right-hand side of Eq. (27) 
is no greater than order Q-1/2. Equation (29) also shows 
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that the coefficients of Q -k 12 are bounded above by 
Gaussian moment integrals over positive values of q 
and so are finite as long as a(nO,f) is invertible. Thus 
Eq, (27) can be written as 

K 

IIp~(t)-ptd(t)1I <~ jT Ik (T)dTQ-k /2, (30) 
k=I ° 

where the form of the integrals I k ( T) can be obtained 
from the moment expressions discussed above. If these 
integrals are finite, then for fixed T the right-hand side 
vanishes as Q - 00. The finiteness of these time inter
grals is quaranteed by Eq, (5) which shows that at short 
times a(nO, T) ex T. Hence a scaling argument uSing 
q j ex Tl/2 for short times shows that I k ( T) ex TI/2 with I an 
integer no smaller than -1. This means that all the 
time integrals in Eq. (30) are finite because the only 
potential singularity is at 1==0 (where a vanishes) if 
dynamical constraints among the variables have been 
removed. 

These considerations establish the following result: 
Fix the initial state nO. Then given any T >0, 

lim II Pg(t) - p{d(t)11 == 0, (31) 
n~ 

for all 0", I '" T. With this mean sense of convergence, 
the stochastic diffusion process and the fluctuation
dissipation process become identical in the macroscopiC 
limit. 

VI. ERROR ESTIMATES 

The preceding limit theorem is useful for obtaining 
error estimates, A simple illustration is provided by 
the second order reaction X + V:;:: 2X of Sec. III. For 
this reaction the remainder operator L R is first evalu
ated and found to be 

L
R

• =-0 _ 2 a (<'inx)2 • _..!.. aZQ-In2<'inx • 
an, 2 an, 

(32) 

Using the properties of the Gaussian solution ptd(n~ I nxt) 
[see Eqs. (4) and (5)], the inequality in Eq. (27) 
becomes 

IIp1(t)-Ptd (t)II < C(16[aO(T)/21TY/2 . ° 
+ 5n/[21TQ2aO( T) ]1/2) dT (33) 

for all 0"" t"" T, where aO(T)"'a(n~, T) as defined in Eq. 
(5). For small T, Eq. (3) gives aO(T) ",y(n~)T so that the 
second integral on the right-hand side of Eq. (33) is 
finite. Furthermore a O( T) ex Q -r, so that the right-hand 
side of Eq, (33) is proportional to W I

/
2

, which is an 
example of the expansion in Eq, (30). 

Although it would be possible to use the explicit ex
pression for O'O(T) to obtain an estimate in Eq. (33), a 
different property of the reaction will be used. For the 
reaction in Eq. (12), as t gets large the variance 
approaches that of the equilibrium distribution, 9 i. e. , 
limt - ~O'O(t) = ae = n/4Q. Thus for T large enough, Eq. 
(33) implies that 

Ii Pg(t) - P~d(t)II < T(16(O'e /211l/2 + 5n/(2rrn2ae )I 12) 

<9T(n/Q)1/2 (34) 

for 0'" t "" T, Since the probability densities p:d and 11 
are normalized to unity, Eq. (34) suggests that for a 

1320 J. Math. Phys., Vol. 18, No.7, July 1977 

given T, a criterion for the validity of the Gaussian 
approximation is 

If T is scaled in terms of "relaxation times," To 

(35) 

'" I il V /an~ 1-1 == In - 41l~ I -r, then T == No To, Thus the crite
rion in Eq. (35) can be expressed in terms of No, the 
number of elapsed relaxation times, as 

(36) 

Now nQ is just the number of molecules in the volume 
Q, so Eq, (36) asserts that the solution to the diffuSion 
equation will agree with the fluctuation-dissipation 
postulates as long as the number of half-lives elapsed 
is much smaller than the square root of the number of 
molecules in the volume. For example, if a volume 
contains as few as 10000 molecules, then the Gaussian 
apprOximation would hold for at least five half-lives. 
However, equilibrium is essentially complete within 
five half-lives, so even for such a small system the 
agreement between the diffusion process and the fluc
tuation-dissipation process persists effectively forever, 
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APPENDIX 

In order to obtain the estimate in Eq, (2), notice that 
P~(nO I n/) satisfies Eq, (19) and that p{d(nO I nl) satisfies 
Eq. (26). Consequently, using Eq, (24), their difference 
t, '" Pg - ptd can be shown to satisfy the partial differ
ential equation 

~ + ilViLl. _..!.. a
2
y u Ll. = -LRP{d 

at Olli 2 onion j , 

Ll.(nO I nO) = 0, 
(Al) 

where 

ORi 1 o2Rii 
L .---.----. 

R - on i 2 oni anj , 

Ri = Vi(n, t) - V/(n(nO, I), t) -H/j(n(nO, t))6n j , (A2) 

R if == Y i;(n) - Y ij\n(nO, t»). 

The solution to Eq. (A1) involves the Green's function 
P~(n' I nt) and is 

Ll.(nOlnt)==- (tdT [dn'pg(n'ln/-T)LRPtd(nOln'T), , ° . 
(A3) 

as can be verified by differentiation. Since ~(n' I nt) is 
positive and a normalized probability density, Eq. (A3) 
leads directly to 

II P'iU) - ptd(t) II '" II Ll.(nO I nt) I dn 

""Io
t 

dT Idn' ILRPtd(nOln'T) I 

,,;IoT dT J dn' ILRPtd(nOln'T)j 
(A4) 

for all 0'" t,,; T, since the integrand of the time integral 
is nonnegative. 
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Dispersive properties and observables at infinity for classical 
KMS systems 
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For infinite classical dynamical systems, satisfying the KMS condition, relations between asymptotic 
dispersive and cluster properties are proved. The local structure of the algebra of observables is explicitly 
characterized by the Poisson bracket commutant, and it is proved that the algebra of observables at 
infinity are constants of the motion. 

1. INTRODUCTION 

As in Ref. 1, 2, and 3, we describe an infinite clas
sical dynamical system by a triplet y = (A, w, at) where 
A is an algebra of bounded functions on the phase space 
1<, w a state on A, and at stands for the time evolution. 
(For exact definitions see Sec. 2.) 

This work consists of two parts. The first was moti
vated by Ref. 3 where the classical KMS condition is 
derived from a notion of stability under some conditions 
of clustering and dispersiveness. In particular we study 
some properties of what we call asymptotic dispersive
ness in accordance with the notion introduced in Ref. 
3. It corresponds to asymptotic abelianess in the quan
tum case. In comparison with the quantal asymptotic 
abelianess where the commutator [A, Bt 1 of some ob
servables A and B t is studied, in the classical case we 
have to consider the Poisson bracket {I, gt} of the ob
servables / and gt for large times t. The essential dif
ference is that the commutator is a bounded linear map 
on the algebra of bounded observables, but the Poisson 
bracket an unbounded one. In Ref. 2, respectively Ref. 
3, it is assumed that the pair (j(, w) is a Lebesgue 
space and that the Poisson bracket of any pair of ob
servables is Ll1 respectively L 2 • We give a purely al
gebraic description of the classical KMS condition, 
i. e., at no place do we refer to the time evolution as 
to be induced by a flow on the phase spaceo It was done 
in this way, because we study only properties following 
from the algebraic structure. It is indicated how it is 
related to Refs. 2 and 3. The main result of Sec. 3 is 
the link between cluster properties and asymptotic dis
persiveness for classical KMS states, due to the self
adj ointness of the Liouville operator. This result makes 
it possible to translate these properties in terms of 
properties on the spectrum of the time evolution. In the 
second part, Sec. 4, we conSider in detail the local 
structure of A. This enables us to introduce the algebra 
of observables at infinity4 which should correspond to 
the center of the von Neumann algebra for the represen
tation induced by the state, at least for locally normal 
states in the quantum case. We give, as far as the alge
braA is concerned, an explicit construction of the 
Poisson bracket commutant of a local algebra. To ex
tend this property to the weak closures, i. e., to de
velop a more complete "von Neumann algebra" -like 
theory with respect to the Poisson bracket, another 
condition is needed, again because of the unboundedness 
of this operation. Finally we prove that, as in the quan-
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tum case, the observables at infinity are all constants 
of the motion. 

2. PRELIMINARIES 

Let K be the set of sequences in Rd x Rd with dE lN, 
i. e., x E K; x(i) = (qi' Pi) E R2d subject to the locality 
condition limi _ ~ I q i I == ao and such that q i *- q j if i *- j. 

Denote by I<. the equivalence classes of such mappings, 
two mappings being equivalent if they differ only by a 
permutation. We callI<. the set of configurations. 

Denote by A the algebra of (unbounded) observables 
consisting of functions /:1< - R which are described by 
a sequence (f(m»; of C~ functions j<m): (Rd X Rd)m - R 
which are symmetric, have compact support and with 
a finite number of components /(m) different from zero. 

Then for any xEI< and/E A 
~ 

/(x) = 0 0 j<m)(x i1 , • •• ,Xi ) 
m=Oil< ••. <i m m 

m=O 

Denote by A the complex *-algebra of bounded local 
observables as the algebra generated by the real-valued 
functions C; on I< of the form 

C; (x) = wU(x», 

where / E A and W is a bounded C ~ function from R to 
R, with all derivatives bounded. 

A state w is, as usual, a normalized positive linear 
functional on the involutive algebra A with unit, the 
unit constant on I<. . 

Denote by { . , .} the bilinear map from A xA into the 
unbounded functions on 1<, for all W, <P EA 

with (a/iJqi)(a/api) the scalar product of the gradients. 
Let 7Tw be the GNS representation of A into the linear 
operators on H w' induced by a state W; let I1w be the 
cyclic vector, and ¢ the canonical embedding of A into 
Hw. 

Definition 2. 1 Let A T be the real part of A, then we 
call the state w admissible if there exists a set /) in 
AT such that ¢([) is dense in cp(AT) and for all/,KE/), 

1. (exP(i A{j, g}) - 1) Imw . 
x-o ZA 
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exists. We denote this limit by w({r, g}). It is clear that 
w({ . , .}) is a bilinear form on O. By linearity we extend 
it to {. =0 + if) . 

In Refs. 2 and 3 where H w is taken to be L 2 (/{, w), it 
was assumed that for all/,!{EA, {/,!{tEL1&'<' w). If 
now I, gEAr, then 

and hence by the bounded convergence theorem, if 
{j, g} ELI (}<, w), then 

f{j, !{}dw = lim f.( exp(i A{!, g}) - 1 )dW. 
Jl ~~oJ~ ZA 

This motivates Definition 2.1. 

If furthermore/,gEA, (f,!{}E L 2 &,<, w) as in Ref. 3, 
then, as for /, g E An 

again by the bounded convergence theorem 

exp(iA{f (Tl) - 1 { i; br converges to I,!{} in L 2 (/<.., w). 

This suggests another way of defining w({j, g}). Suppose 
that I, g ED, the sequence 

1I¢[exp«i/n){j, g}) -1], n ('0 IN 

is Cauchy. Then define </l({j, gD by 

¢({j, g}) = - i lim n¢[ exp«i/n){/, g}) - 1] 

and 

The advantage of this is that it identifies {j, g} with an 
element of H w' In this work we only use Definition 2. 1, 
which is implied by the ones in Refs. 2 and 3. 

Definitioll 2.2: We call the one~parameter group 
(at)tEIR of *-automorphisms of A , a time evolution of 
the physical system (1/, "-') if there exists a strongly 
continuous group of unitaries (Ut )t(7:1R on H w such that 
7T(atf) = Ut 7T(f!U_t • Furthermore we suppose: 

(i) if L is the infinitesimal generator of Ut , L e. , 
Ut = expit L then the domain of L, denoted by U (L) con
tains ¢(I/) 

(ii) the subset {. of A is invariant under at 

(iii) at leaves w invariant, i. e., W· at = w. 

It must be realized that most realistic time evolutions 
are not described by automorphisms of this algebra, 
but of a larger one. The content of Sec. 3 is however 
independent of the choice of the algebra. 

Motivated by the conditions of the main theorem of 
Ref. 3, we now introduce the following notions: Let Y 
= (1/, w, at) be any dynamical classical system, where 
A is the algebra as defined above, w an admissible 
state, and at satisfies definition 2.2. 
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Definition 2.3: The dynamical system Y is called 

(i) weakly asymptotic dispersive, if for all I, g (c C 

~~~ 2~ f: w({ at(j) , g}) dt = 0, 

(ii) absolutely weakly asymptotic dispersive if for 
aUf,gEC 

;i~2~ f: !w({at(f),g})!df=cO, 

and 

(iii) strongly asymptotic dispersive if for all j, gEe 

lim w({ atCf!, g}) = 0. 
I tl ~ ~ 

It is easily seen that (iii) implies (ii), which implies 
(0. 

De/inition 2.4: The dynamical system Y is called, 
weakly clustering if for all j, g EI1 

~~ 2IT f: w(at(f)!{) dt ~ w(f}w(£[), 

absolutely weakly clustering if for all f, g ('~A 

~i~~ 2~ f: rill w(at(f}g) - u)(j)w{g) i .:= 0, 

and strongly clustering if for all /; g E (. 

lim ,,-'(at(J)g) = w(f)w(gl. 
I tl ~ ~ 

Definition 2.5: Let Y = (1/, w, at) be as above, then 
the classical dynamical system is said to satisfy the 
KMS condition at inverse temperature {3' 0, if for all 
I, gE {. and all f E: R, Y satisfies 

In the following we put (3 =c 1. 

3. DISPERSIVENESS 

The main result in the following theorem is the rela
tion between clustering and dispersive properties of 
KMS states. Denote by Eo the orthogonal projection on 
the Ut invariant subspace of H w' 

ThC'orclil 3.1: if Y is a KMS system then 

(i) Y is weakly asymptotic dispersive; 

(ii) if Y is strongly clustering, respectively absolutely 
weakly clustering, then Y is strongly asymptotic dis
perSive, respectively absolutely weakly asymptotic 
dispersive. if, in addition Eo is one-dimensional, then 
also the converse holds. 

Proof: (i) USing the KMS condition and the invariance 
of w for f,gEC, 

w({at(f}g}) =- i(/.. rr(f}* fl, U~t7T(;[)fl). 

Let us denote 

/h (fen) = ;i~2~ f: IU) dt. 

Then5 
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Itl (L 1T(j)*r2, Ui1T(g)r2) 

~ (L 1T(f)*r2, Eo1T(£;)r2). 

As LEo=O (i) follows. 

Now we prove (ii): Suppose first that Y is strongly 
clustering, i. e., for all /, j{ L II, 

lim (7T(tl*r2, Ut 7T(£;)r2) 'co (7T(j)*r2, r2)(r2, 7T(J{)r2). 
I tl - ~ 

Since r2 is cyclic for 7T(II) we have for all ¢, <i)("H,~ 

lim (1), Ut 1'l= (1), n)(n, <i'). 
It 1- ro 

Take l' equal to L rr(f)*r2 and If; equal to 1T(j{)n withf and 
,~ in C, then 

lim (L n(j)*n, Utn~)n)~O 
I t 1- ro 

which, using the KMS condition, is equivalent with 

lim weft, ()It.!;}) cc,o 
I tl- ~ 

Similarly if Y is absolutely weakly clustering then it is 
absolutely weakly dispersive 

Suppose now that Eo is one-dimensional and that Y is 
strongly asymptotic dispersive; then again using the 
KMS condition, this is equivalent to, for all f and g in 
C, 

lim (L rr(t) * r2, Ut ,,(!()r2) ,-= 0. 
It 1- 00 

Let N(L) be the kernel of L . Since L is self-adjoint 
N(L) is closed and N(L) =1< (L)1 where /<. (L) is the 
range of L (see Ref. 6, p. 267). Therefore, IV (L )~ 
=!\ (L ). 

Let iJ),~IV(L)l and (J,/fw- Since 1>(C) is dense inHw, 
for all E :: 0, there exists a g (:: C such that 

111> - ,,(g)r211 < E/31111!11. 

As !\ (L) is dense in IV (L )1, there is an element f C' j) (L ) 
such that 

!IIf;-L \b'II <: E/3117T(g)nll. 

Finally, there exists an f ( C such that 

IW - 1T(j)nll< E/311L 1T(J{)nll. 

Therefore, 

I (I/J, Ut 1> I "" I (L 1T(j)n, Ut 1T(g)n) \ 

+ I (I/J, Ut ¢) - (L 7T(f)n, Ut 7T(dn) I 

~ I (L rrCt1n, U, rr(r;)n) I 

+ I (l!J, Ut ¢) - (</!, Ut 1T(g)n) I 
+ I (<I), Ut 7T(g)n) - (L 1", Ut 7T(g)n) i 
+ ! (<P', UtL rr(g)n) - (7T(f}n, UtL rr(g)n) I 

"" I (L n(f)n, Ut7T(~)n) i + E. 

As this is true for any E ~, 0 uniformly in t we get 

lim (I/J, Ut¢) = ° for all <p cclV (L)L and 1> r= If w' 
I tl _ ro 
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Now let 1> and 1>' be arbitrary in If W' since Eo is one
dimensional, 

Therefore, 

lim (cp' - (n, 1) 'in, utCP) = 0, 
It I - ~ 

i. e., 

lim (cp', Ut<j;) =o«p', r2)(r2, <j;) 
I tl - 00 

which is equivalent with Y being strongly clustering. 

Similarly, if Eo is one-dimensional and Y is absolute
ly weakly asymptotic dispersive then it is absolutely 
weakly clustering. Q. E. D. 

For quantum systems the implications of cluster 
properties on the spectrum of the Hamiltonian have been 
studied before. 7 As a consequence of Theorem 3.1 we 
are in a position to make analogous statements about 
the relation between dispersiveness and the spectrum 
properties of the operator L. However, as the proof of 
Ref. 7, Lemma II. 2. 1 seems unclear to us we give an 
alternative proof, consisting mainly of a different proof 
of the following lemma. 

Lem/JI(l 3.2: Let U be a unitary operator on a Hilbert 
space II and V cc_ U(o U* a unitary on II '$ II; let n be an 
eigenvector of U such that un = n, then n is the unique 
eigenvector of U if and only if n';.} n is the only invadant 
vector of V in If :& f! . 

Proof: (a) IT n n is the only invariant eigenvector 
of V, then Q is the only eigenvector of U since if n' 
et n is another eigenvector such that un' = An, then 
vn' 'Z Q' = I A 12n' (i) n' = n' 0) n'. 

(b) Conversely, suppose that n is the only eigenvector 
of U. Let T be the real linear isomorphism of 110 II 
onto the set of Hilbert-Schmidt operators on II, de
fined by 

T(.\:& \,)z 0=. (v, z)x. 

Then 

T(V(x \')z = T(U\ ,,~ U*\,)z = (U*\', z)Ux 

=U(\', Uz)x=UT(xiO \,)Uz 

or 

T(V(x d) .,= UT(x6 "lL!. 

By linearity and continuity for all ~ c II 0) Ii 

T(V(t)) == UT(nU. 

Suppose now that il> is a normalized invariant vector of 
V, then 

or 

Also 

U* T(l!J) * U* = T(<P)* 

and therefore 
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UT(<P) T(<P)* U* = T(<P) T(<P) * 
or 

[U, T(I/I)T(I/I)*]=O. 

Therefore, the eigenspaces of T(I/I)T(I/I)* are also invari
ant subspaces of U. Since it is trace class all its non
zero eigenvalues are of finite multiplicity. Therefore, 
T(I/I)T(I/I)* has only one nonzero eigenvalue, which is 
simple, as this is true for U. Since 

TrT(</J) T(</J) * = 1, 

it follows that 

where Eo is the orthogonal projection on O. The lemma 
is proved if we show that i/J = 0 <:9 O. Let {e j} j be an 
orthonormal basis of H such that eo = 0, then <P can be 
put in the form 

</J=Be j <:9fi 
i 

for some sequence of vectors fi in H w' Now 

T(<P) T(I/I) * =.0 T(ei <:9 ej)(fi,!j) 
i ,j 

hence 

(0, T(I/I)T(<P)*O) = {fo'!o) = 1. 

But 

II </J112 =~llfjI12 = 1. 
i 

Therefore, 

fl = 0 for all i * 0 

and <p=eo <:9fo= O<:9fo. But VI/I=I/Iyields Ufo=fo, hence 
fo=eo=O. Q.E.D. 

Now we formulate the following theorem. 

Theorem 3.3: Let Y = <A, w, (lit) be a KMS system. 
Then 

(i) if Eo is one-dimensional, then Y is absolutely 
weakly asymptotic dispersive if and only if zero is the 
only discrete point of the spectrum of L . 

(ii) if Eo is one-dimensional and if the spectral mea
sure of L is absolutely continuous except for the vector 
0, then Y is strongly asymptotic dispersive. 

(iii) if Y is strongly asymptotic dispersive then the 
point spectrum of L is reduced to the point zero. 

Proof: (i) By Theorem 3.1 absolutely weakly asymp
totic dispersiveness is equivalent with absolutely weakly 
clustering. As in Ref. 7 this is equivalent with 

(i/J<:9 1/1', Fo¢ 0 ¢') =0 

for all i/J, 1/1' rcc/v(L)\ ¢, ¢' rccH w , where Fo is the ortho
gonal projection on the invariant subspace of Vt = Ut 

<:9 Ut in H w <:9 H OJ for all t rcc R; 

(i) follows now from Lemma 3.2, 

(ii) is immediate from Theorem 3.1 and ReL 7, 

(iii) by Theorem 3. 1, Y is stronflY asymptotic dis-
persive yields that for all >¥ rcc/v(L) and ¢ rccH w 
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lim (i/J, Ut ¢) = O. 
Itl-~ 

Suppose that there exists a vector 1/1 rcc/v (L )~ such that 
Ut<P = exp{iAt)i/J where A * O. Then limit I _ ~(I/I, exp(iAt)l/I) 
does not exist. Hence (iii) follows. Q. E. D. 

4. LOCAL STRUCTURE AND OBSERVABLES 
AT INFINITY 

In the algebra of observables A we introduce a local 
structure. For any bounded open set V in R d

, define 
the local algebra A v as the subalgebra of A generated 
by the real valued functions 9 on I< satisfying~· (x) 
=q'({x}n (VXRd», where q' is a function with domain 
{{x}n (VXRd) Ixrcc/<}. Then of courseA =uvcItdA v . 

As usual4 let Z be defined by 

Z =:' 1T<Av)", 
v 

where 

Av = U Aw 
wnv=<t> 

anet rr<Aul" is the von Neumann algebra generated by 
7T(A v), Analogously we define Z' by 

Z' =iI 1T<A~)" 
v 

whereA~ ={q ~A I{q, F}=O for all FE:A v}. 

Lemma 4. 1: With the notations of above, A';, =A v. 

Proof: For simplicity we give the proof for V a con
nected set, but the argument holds for a general open 
V. 

Let ¢ be an element ofA~. The subset of (VXRd)" 
defined by the condition qj *qj for i * j is not connected. 
Let D be any connected component which is open. 

Let xc=.I< such that xii (vxRd)=¢ and let Fx be the 
complex-valued function on D defined by 

Fx(qb Pl, ... , qm Pn) = ¢({(Q1' P1), .. , (qnPn)} U x). 

Take any «qbPt), . .. , (qnPn» c= D; there are open sub
sets Vb V2 of Rd such that q1 E V1, qj ri V1 for i * 1 and 
V1 L V, also P1 rcc V2 • Let ff be a real C~ function with 
support in V1 x V2 • 

Choose i/J a bounded C~ function from ill. to ill. such 
that ~)'{g(q1' P1» = 1 where i/J' is the derivative of ~, and 
define q an element ofA v by 

q(~) = dJ(,Gff(Vi)) 
i 

for aU .v rcc 1<. Since q rccA v we have {¢, 9} = O. Hence 

o ={¢,r;-}({(%Pt), ... , (qmPn)}U x) 

, [aFx Off 
= <p (g(Q1P1» oQ1 «Qb P1), .. " (qm Pn}) uPl (Q1Pl) 

oFx Og(q1P1}] 
- oP1 «q1P1), ••• , (qnPn» oq1 . 

If g is chosen such that Off(q1, P1)/oq1 =0 and 0ff(Qb P1)/ 
Oplk = 0kl for 1= 1, ... ,d in turn, then 
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Similarly 

~:; «Qlih), .• " (q"pn)) = O. 

By repeating the argument aFJaqj = aF x/api = 0 on D, 
Vi, i =' 1, ... , n. 

Therefore, Fx is constant on D and letting the p;'s 
tend to infinity, gives Fx=¢(x). Hence for any x EK, 

¢(x) == ¢(xn C(V) x R d) 

and by continuity 

¢(x) == ¢(x n C(l') x Rd). 

Since ¢ EA there is a V' C Rd such that ¢(x) = ¢'(x n V' 
x R d

) for some function ¢ I. Therefore, 

¢(x) = ¢(x n C(V) x R d
) 

=¢'(x n (V'n C(V»XRd) 

and 

Q.E.D. 

Theorem 4.2: With the notations of above, Z = z'. 
Proof: Immediate from the definitions and Lemma 

4.2. Q.E.D. 

Finally we prove in the following theorem that, as in 
the quantum case, the set of observables at infinity con
sists of constants of the motion. 

Theorem 4.3: If Y = (A, w, at) is a KMS system and 
if 

(i) the set{X E Z \ x* OW ED ([)} is weakly dense in Z, 

(ii) the set {nAv is dense inAv, 

then U~U.t ==X for all X E Z. 

Proof: By condition (i) it is sufficient to prove that 
U~U.t =X for all X E Z such that 

X*Ow ED([). 

For any f and g inA 

d 
dt (7T(g)Ow, U ~U.t 7T(j) Ow) 

d -
= dt (Ow, UtXU. t7T(gj) Ow) 

= - i([X*Ow, 7T(a_ t (ij)Ow)' 

As { is dense inA, for each E > 0 there exists an ele
ment k E { such that 

1ft (7T(g) Ow, U~U.t7T(j)Ow) I 
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SinC~kE{ there is a V such that k EA(V). As X 
E 7T(A vl, by condition (ii) there exists an element I 
in { nA v such that 

Hence 

I :t (7T(g)Ow, U~U.t7T(j)Ow) \ 
~ 2E + I (Ow, 7T(1)[ 7T(k)O,..,) I 

=2E+ Id~w(Za.(k»IT=ol 

=2E+ iw({Z,k})i 

by using the KMS condition at T == O. Now w({l, k}) = 0 
by Lemma 4.1 and the theorem follows, Q. E.D. 

We note that the proof of Theorem 4.3 is performed 
under the weaker KMS condition, namely the condition 
at t = 0 or the 80- called static KMS condition. 

As in Ref. 4 for lattice systems, it can also be proved 
that Z consisting of the multiples of the identity is equi
valent to uniform clustering or, expressed otherwise, is 
equivalent with short range correlations. 
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We "solve" the Schrodinger equation for a system subject to random pulses, and show how to compute 
ensemble averages of observables or their Laplace transforms, 

1. INTRODUCTION 

In this paper we show how to integrate the Schrodinger 
equation of a system subject to random pulses, i. e., a 
system described by a SchrOdinger equation of the form 

id1);t=H1f!tdt+dVt<pt_, n=1, (1. 1) 

where H is a time independent Hamiltonian and 
~ 

dVt =.0 V"ET (dt). 
1 k 

(1.2) 

The operators V" are assumed to be random vari
ables whose values are Hermitian operators (see 
Bharucha-Reidl

) for definitions of such notions). We 
shall assume the V,,'s to be independent and identically 
distributed. We shall assume the Tk's to be the arrival 
times of a POisson process with parameter \ the Tk'S 
are also assumed to be independent of the V,,' s. Also 
ETk(dt) is usually written as 5(t- Tk)dt. 

An equation like (1. 1) can be useful for modeling the 
effect of random environments on a system. It has al
ready been used by Blume and Clausser [see Eq. (1) 
in Ref. 2] to describe changes in line shape, but they 
do not integrate it correctly. For more applications 
see Chap. XI of Ref. 3. In the next section we show 
how to integrate (1. 1) and how to obtain averaged ex
pected values of observables and their Laplace 
transforms. 

Let us briefly describe what is behind the calculations 
leading to (2.4) below. In probability theory (see ReL 
1) random variables are thought as functions on a 
triple (a,], Pi, where a is called the sample space, 
] is a a-algebra of subsets of n whose elements are 
called events and correspond to the questions we can 
ask about the system, and P is a measure on] such 
that p(a) =1. 

Also, integrals with respect to P are denoted by E, 
i. e., JH dP = E(H), and are called mean (or averaged) 
l'alues. 

The following facts follow from our assumptions on 
the Vk'S and the Tk'S. 

If we denote by H the Hilbert space associated with 
our system and if <Po, ••• , <Pn are arbitrary unit vectors 
in H, then for any kl < k2 < ... < k n 

E{ (I/Jn 1 Vkn II/Jn-l) ••• (1/1.1 Vkll <Po)} 

= (1f!n 1 EVk l1);n-l)'" (<PI 1 EVl l1);o). 
n 

(1. 3) 

Also, P(Tk+l - T" > t) = exp(- At) and for any complex 
measurable function/(tlo " ., t n), the quantity 
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E{/(Tl , ••• , Tn); Tn ~ t < Tn_I} is interpreted as the aver
age value of/(Tlo ••• , Tn) over the set{Tn~ t< Tn+l }, and 
the average value can be easily seen to be given by 

2. INTEGRATION OF (1.1) 

Notice that dVt does not charge (Tk , TUI ), i. e., 
f (Tk ,T"+l) dVt = 0, which implies that if Tk ~ t < Tk+l then 

1);(t) = exp[ - iH(t - T,,) 1f!( Tk +) ]. 

From Eq. (1. 2) it follows that I/Jt+ = lims,t 1);s = I/Jt for 
all t. Now, integrating (1. 1) over (T" - E, T" + E) and 
letting E: - 0, we obtain 

From this we see the reason for the 1);t_ in (1. 1), 
namely, the instantaneous change in the state of the 
system, caused by V" at t = T" depends on the state of 
the system right before Tk , L e., on I/J(T" -i. 

From <p(t) = exp[iH(t - Tk)I/J(T,,)] on T" ~ t < Tk+l we ob
tain, by letting t - T"+1> 1);(T"+l -) = exp[ - iH(Tn+1 
- T,,)I/J(Tk)]. We can conclude that if T" ~ t < Tk+l , 

<p(t) = exp[ - iH(t - T,,) ](1- iVk ) exp[ - iH(T" - T"_l)] 

x (1- iVk _l )·· • (1- iV1) exp(- iHT1)l/Jo, 

and, introducing To = 0, i[T" ,T,,+!> the indicator function 
of the interval [T", T"+l), we can write 

~ 

1 W»::= ~ exp[ - iH(t - T,,) ](1 - iV,,) ... (1 - iVl ) 
"-0 

This solution differs considerably from Eq. (2) in 
Ref. 2. 

We just saw that right after a pulse the state of the 
system is 1f!(Tk ) = (1- iVk )1f!(Tk -i. Therefore, 
(I/J(Tk ) 11f!(Tk » = (I/J(Tk -) 1(1 + V~)I/J(Tk -i), i. e., the evolu
tion in the presence of pulses does not conserve proba
bility. This has nothing to do with randomness, and it is 
entirely due to the nature of the time dependence of the 
perturbation. We can attribute the nonconservation of 
probability to the fact that a system in a time dependent 
environment is only part of a larger system. It may 
also be a defect of the model. 
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At this point we should mention that if H were time 
dependent, we would replace exp[ - iH(t - Tk )] by 

~ 

U(t, T k ) = 1 + 0 (- 1)n e H(tn) dtn 
n;l e Tk 

and analogously exp[- iH(Tk - Tk _l )] by U(Tk , Tk _l ). 

Now, ifJ(t) is a random variable defined on (n,J, p) 
and if A represents an observable, (ifJt IA lifJt) is also a 
random variable. By taking a basis for H it is very 
easy to see, exchanging sums with integrals, that the 
mean value of (ifJ t IA I Wt) satisfies 

E(zfJt IA! zfJt) =tr(AE !ifJt)(zfJt !), (2.2) 

which enables us to compute average expected valves of 
observables associated with the system. We shall men
tion that the appearance of expressions like (2.2) does 
not imply that we are working in a density-matrix for
malism; it is just a randomized Schrodinger formalism. 

Now we will imitate Blume and Clausser in their way 
of computing expressions like (2.2). 

Let us put W(A) =[H,A] and WeAl = WAw+, where A 
and Ware operators on H, and let us put Wk = (1 - i Vk ). 

From (2.1) and using the fact that i(Tk,Tk+1/(Te,Te+l) 

= Bkei(T T 1 we can obtain (2. 3) 
k' k+l 

I <Pt)(ifJt! = '£ exp[ - iW(t - Tk ) lWk •.• W1 exp(- iWT1 ) 
o 

(2.3) 

We note that each operator to the left of I <Po>(wo I in 
(2.3) is applied to whatever is on its right side. Also 
taking into account the fact that the W;s are indepen
dent, identically distributed and independent of the 
T;s, putting - iHx = L and with (1. 3) and (1. 4), we can 
write for E I JI_t><Wt I 

where (W> (A) = EW.A W;;, I, = 1, 2, "', for any operator 
A. 

An equally bad-looking expression may be obtained 
by taking the Laplace transform of (1. 4). Let s be any 
complex number with Res' O. Then it is easy to see 
that 

I'" exp(- st)E I </)t ! dl 

1 £ (W) 1 
s + A- L k;O S + A_ L 

(2.5) 

To see it, consider the following identities: 

A" f exp[ - (A + s)t] dt efat exp[L(t - tk)] dtk<W> flk 
-1: x· .. (W) 0 2. exp(Ll1) dll 

= A f~ d - exp[ - (A + P - L)t] It exp(Ltk)dlk(W) 
o A+p-L 
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k 1 ~ 1 ~ (- 1 
= >- A + S _ L (W) A + S _ L (W) .. , W) A + S _ L 

1 - i\ 
A + S _ L (W) A + S _ L k 

If in (2.5) we substitute L by - iH\ we obtain 

1~ exp(- stlE I Wt)(<pt I dt 

1 00 /;_ 1 )k 
= ."; + A + iwE \(W) s + i\ + iF I zfJo)(ifJo I, (2.6) 

which may be used in perturbative calculations, as can 
be done with (2.4). 

If we put fo 00 exp(- st)E Nt>(<pt I dt = R(s) I wo>(wo I, then 
Eq. (2.6) can be rewritten as 

R(s) 1 JIO>(ifJo 1 

=(.~+i\~i.gx S+:+iW(-A(W»R(S») lifJo>(zfJol (2.7) 

or even better as 

R(s) II/!o>(wo I 

= (~HX - A·HX (1- (W»R(s~ lifJo>(wo I 
S+1 S+1 ') 

and if we take into account the definition of (W> it is 
easy to see that 

R(s) Il}!o)(l}!o I 

= (~HX (i(VX) - (0)R(s)\ II/JO>(JIOI, 
S+1 ') 

where, for any operator A, (VX)(A) =E([Vk,A]) and 
(V)(A) = E(V.A V;) (which do not depend on I? since the 
V

k 
's have the same distribution). From the last identity 

for R(s) if follows, after a symbolic calculation, that 

R(s) =lS + i(F + i\(VX» - i\(0}-1 (2.8) 

Now, we can invert the Laplace transform and obtain 

E 1 <!It)(W t I ={exp[ - i(W + >-(V'» + ii\(01t} Il/Jo)(l/Jo I. (2.9) 

At this point we should mention that similar symbolic 
calculation would yield 

EII/Jt> ={exp[- i(H + i\(V»t1}ll}!o). (2.10) 

Comparing (2.10) with (2.9) we see that even if 
"average states" evolve according to an "average 
Hamiltonian" without changing their norm, there is a 
"dissipative-like effect" present in the time evolution 
of the expected values of the observables. This effect 
is not statistical in nature, but it is due only to the fact 
that the perturbation is instantaneous. Thus even if an 
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observable A commutes with H and each of the Vk's, its 
average expected value will change in time according 
to dE(IPt IA I 1/It) dt = tr«V) AE I 1 Pt)(1/It I). 

3. EXAMPLES 

In his section we will consider two simple situations 
and we shall develop more advanced and interesting 
problems in forthcoming work. 

Case 1 

Consider a particle moving freely and assume that 
at instants Tk a constant random potential taking values 
V1 with probability p and V2 with probability q = 1- P is 
"shut on." Since each value of V is constant, it is easy 
to see that I 1/It) = n:A (1- iVk)[exp(- iHt)] I 1/10> and 
I 1/It)(1/It I = n Z:l (1 + V~) exp(- iHt) 11/10>(1/10 I exp(- iHt), where 
H is the free Hamiltonian and Nt is the number of pulses 
up to t, from which it follows that 

E I 1/It)( 1)t I = exp( At( V2» exp( - iH t) I 1/10) (1/10 I exp(iH t), 

(3.1) 

where (VZ) = p Vf + q V~ is a multiplicative operator. If 
A denotes an observable, we will have that 

E(1/It IA I 1/It) = exp(X(V2»(1/I/t) IA I 1/I,(t», 

where I 1/I,(t» = [exp(- iHt)] I 1/10)' If HI 1/10) = Eol 1/10), this 
last identity yields E(1/ItIHl1/lt) = Eoexp(At(V2». 

This example shows that if the potential is changed 
instantaneously at least once, not only the phase of the 
state vector changes but also its modulus. 

Case 2 

Let us consider now a system with two states whose 
Hamiltonian is given by (~1 ~2) and has eigenstates 11) 
= (~), 12) = (~). Let us assume that each of the Vk ' s equals 
O'(~ t) with probability p and {3(t r) with prob<!:bility q = 1 
- p. In this case R(s) ={s + i(W + X(VX» - X(V)}-l is an 
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operator acting on observables A which we shall iden
tify with the 2: ljalJ I i) (j I • 

Let us put F(s) = s + i(H + X(VX» - x(0. Then 
F(s) li)(jl =2: (n.m)f~~:~\ In)(m.I, and we can obtain R(s) 
by inverting the matrix corresponding to F(s). From 
the definitions it follows rather easily that the t,,~ are 
given by the following table: 

(1, 1) (1,2) (2, 1) (2,2) 

(1, 1) s _ ;\q{32 - iApO' iXpO' _ Xp0'2 

(1,2) - iXp 0' S + iL:!..E - ;\q{32 _ Xp0'2 iXpO' 

(2, 1) iAp 0' _ Xp0'2 S - iL:!..E _ ;\q{32 - iXpO' 

(2,2) _ Xp0'2 iXpO' -iXpO' s - Xq{3z 

where L:!..= E1 - Ez. Standard techniques would yield R(s). 

If we put O't(1 - 2) = E I (21 1/It) 12 for 11/10) = 11), and 
{3t(2 -1) = E I (111M 12 for 11/10) = 12), then it is easy to 
see that fo ~ exp(- sl) O't(1- 2) dt = fo~ exp(- st){3t(2 - 1) dt 
= - D~'VD, where D is the determinant of (f".~) and 
D~'~ is' the minor of F(s) at «1,1), (2, 2». Als'o it takes 
no' effort to see that if 11/10> = I i), i = 1,2, then 
E I (111M 12 + E 1(21 1/It) 12 * 1. 
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A useful step toward understanding inhomogeneous space-times would be to classify them, perhaps in a 
fashion analogous to that used for spatially homogeneous space-times. To that end, a technique for 
determining an approximate simply-transitive three-parameter symmetry group of a three-dimensional 
positive-definite Riemannian metric is developed. The technique employs a variational principle to find a 
set of three orthonormal vectors whose commutation coefficients are as close as possible to a set of 
structure constants. The Bianchi classification of the structure constants of three-parameter groups is then 
used to classify these inhomogeneous metrics. Application of this technique to perturbed homogeneous 
metrics is discussed in detail. We find that only four types of symmetry groups can be considered generic 
in the space of all perturbed homogeneous metrics. 

1, INTRODUCTION 

Much work has been done on the dynamics of spatially 
homogeneous but anisotropic cosmological models in 
the past ten years, In his pioneering work, Taub1 ap
plied a classification scheme of Bianchi to the symmetry 
groups of these models, The classes of models thus 
defined could then be studied using tetrads of vectors 
defined via the symmetry groups. 2 The study of these 
models was a first step in the investigation of more 
complicated cosmological solutions to the gravitational 
field equations. 

Spatially inhomogeneous cosmological models have, 
on the other hand, resisted most attempts to deal with 
them. The work so far falls into three categories: (i) 
perturbation calculations; (ii) study of exact solutions 
(of which there are few); and (iii) singularity theorems 0 

In comparison to spatially homogeneous cosmologies, 
almost nothing is known about the dynamics of these 
models, 

These inhomogeneous cosmologies are a subject de
manding attention at the present time, primarily due to 
Misner's chaotic cosmology.4 This is the idea that the 
present s tate of the universe-its surprising isotropy 
and spectrum of inhomogeneities-would result no matter 
what initial conditions were chosen. Thus the problem 
of cosmogeny becomes irrelevant to cosmology 0 5 

Collins and Hawking6 have shown, however, that in the 
space of all spatially homogeneous initial data, there is 
no open set which asymptotically approaches isotropy. 
This means that in the space of all initial data there 
can be no open set which approaches isotropy and inter
sects the space of spatially homogeneous initial data. 
They also show that the Robertson-Walker spaces are 
unstable to anistropic perturbations, These results are 
apparently damaging to Misner's conception. However, 
they do not exclude the possibility that there may be 
some type of coupling between anisotropic and inhomo
geneous modes, 7 particularly on a large scale, which 
would lead to the isotropization of an initially anisotro
pic inhomogeneous universe. Furthermore, chaotic 
cosmology involves the generic behavior of models 
rather than their stability, 8 Therefore a more detailed 
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understanding of inhomogeneous cos mological models 
is needed before chaotic cosmology can be properly 
judged. 

We propose, as a first step toward dealing with spa
tially inhomogeneous models, to determine a metric 
that is the "best" spatially homogeneous approximant. 
The symmetry group of the approximant provides a 
means of classifying the inhomogeneous space, Indeed, 
the structure constants of the group are found during the 
first stage of a two-stage process of determining the 
metric approximanL Thus classification, as a practical 
matter, can proceed prior to full construction of the 
homogeneous approximanL Here our primary result is 
that only certain symmetries can be considered generic, 
a not unexpected conclusion, 

Once the group has been found, we may construct a 
homogeneous metric that best approximates the original 
metric and has the group as its symmetry group, If the 
initial data are completed in a suitable way, the evolu
tion of the original metric may be studied (i) by com
paring that evolution with the evolution of the approxi
mant and (ii) by studying the approximate group as a 
function of time. 

Approximate symmetries have been discussed before. 
In particular, Matzner9 proposed a way of finding vec
tors which were "almost Killing vectors" of a given 
metric. His method bears little connection to ours since 
we are interested in finding three vectors which give an 
approximate symmetry but together generate a simply 
transitive group. 

In Sec. 2 we outline the standard classification of 
spatially homogeneous space-times and our generaliza
tion of it. In Sec. 3 our technique is formulated as a 
variational principle, Section 4 discusses the resulting 
differential equation and Sec _ 5, the algebraic equations. 
The theorems stated in Sec, 5 make up the stability 
theorem which is discussed in Sec. 6. Our conclusions 
are in Sec, 7. 

2. OUTLINE AND MOTIVATION: SPATIAllY 
HOMOGENEOUS MODElS 

A space-time is said to be spatially homogeneous if 

Copyright © 1977 American Institute of Physics 1330 



                                                                                                                                    

it is invariant under a three-parameter abstract Lie 
grouplO G3 which acts simply transitively on a family of 
spacelike hypersurfaces 5 (t). Given a space-time 
metricll 4gaB , one determines whether it is spatially 
homogeneous or not by solving for its Killing vectors 
(if any). If it is spatially homogeneous it will possess 
three Killing vector fields ~'1 which are everywhere non
zero and linearly independent and which span the 5 (t). 
These vectors will generate a group, isomorphic to G3 , 

which is the symmetry group of 5 (t). 12 We then choose 
the space-time coordinates so that the hypersurfaces of 
homogeneity, 5(t), are parameterized by the time, as 
indicated 0 

If 4gaB is spatially homogeneous, we may choose a set 
of invariant orthonormal basis vectors {EA} spanning 
5(t) such that15 

(2.1) 

(2.2) 

(2.3) 

(2.4) 

The triad vectors {EA} generate the group reciprocal 
to the symmetry group. The structure constants C~B 
satisfy 

(2 •. 5) 

and the Jacobi condition 

CiBCgE + C~ECgA +C~ACgB=OO (2.6) 

Spatially homogeneous space-times may be classified 
by classifying the possible16 G3 0 This was first done by 
Taub, using an algebraic classification of the C~ll. due to 
Bianchi, and later modified and developed by Schucking, 
Kundt, Behr, and Ellis and MacCallum. One first de
composes the structure constants 

(2.7) 

(2.8) 

Under position-independent rotations of the triad, 

E~ =8~ EB , 

nAB and aB transform as a tensor density and a vector, 
respectively.17 In terms of nAB and aB, the Jacobi con
ditions (2.6) reduce to 

nABaB =00 

Defining 

Trn=n1,N=Hn AB nAB - (Trn)2], 

(2.9) 

(2.10) 

one can then classify the possible nAB and aB as in Table 
I. Since the G3 acts on a family of nonintersecting 
hypersurfaces, the Bianchi type (BT) of a metric is 
preserved in time and the metric remains spatially 
homogeneous so long as the 5 (t) are spacelike. 

Collins and Hawking6 have noted that each Bianchi type 
can be assigned a "dimension" determined by the mini
mum number of parameters needed to specify the most 
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TABLE I. Classification and dimension of the groups G3 as in 
Ellis and King. 31 Here a2 =a'hA • The group types Vlh and VITh 
are one parameter families of groups. The parameter h is a 
space-time constant and hh=a2/'fIJ.n3' where n2 and n3 are the 
two nonzero eigenvalues of nAB; equivalently, h=-a2/N. 

Group 
class Group type Dimension 

Class A 
a2 = 0 

IX: det nAB> ° Vill: det nAB < 0 6 

)

V10: N> 0 VITo: N <0 5 

detnAB=O II:N=O, Trn>O 3 
I: N=O=Tr n 0 

Class B det nAB = 0 IV: N= 0, Tr n> 0 5 
{

Vlh: N> 0 VITh: N < 0 6 

a 2 
'" 0 V: N = Tr n = 0 3 

general (nAB, aB) for that type 0 These dimensions are 
given in Table L 

Of course, if 4ga8 is not spatially homogeneous, then 
none of this can be carried outo The necessary Killing 
vectors do not exist and the EA cannot be defined 0 Con
sider, however, metrics constructed by perturbing a 
spatially homogeneous metric. A set of triad vectors 
{e A} orthonormal with respect to the perturbed metric 
and spanning the hypersurface t =constant may be 
formed by slightly changing the {EA}; 

(2.11) 

The commutation coefficients yia, defined by 

[eA>eB]=yiaec , (2.12) 

which in general are functions of position and time, can 
be written (provided the first derivatives of the pertur
bation are not too large) as 

(2.13) 

where CCAB are the structure constants of the unperturbed 
metric's symmetry group and By ia are functions of at 
most first order in the perturbation. Although the met
ric is inhomogeneolls, we would like to say it is ap
proximately spatially homogeneous on the basis of 
(2013) and classify it by applying the Bianchi scheme to 
C~ in (2013). The technique for doing this will be dis
cussed in detail in the following sections 0 Here we give 
only an outline of what is done 0 

We assume we are given a space-time metric 4gaa 

and a spacelike hypersurface 5 in this space-timeo 
The metric induces a positive-definite metric ga~ on 
50 Using a variational technique, we then search for 
an everywhere nonzero triad vector field1B {e A} which is 
orthonormal with respect to ga~ and whose commutation 
coefficients y ia are as close as possible to some struc
ture constants C~. The metric ga~ is then classified by 
applying the Bianchi scheme to C~ and is said to belong 
to a generalized Bianchi type (GBT). The simply
transitive three-parameter Lie group to which C~ cor
responds19 is said to be the approximate symmetry 
group of ga~' and {e A} is said to be the "best fit" triad. 

Once the structure constants of the approximate sym
metry group have been determined, one can construct 
the metric that is the best spatially homogeneous ap
proximant. That development would-logically-be 
placed directly after Sec. 5, but it is not central to the 
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primary focus of the paper and has been relegated to 
Appendix B, 

We have chosen to search for triad vectors with near
ly constant commutation coefficients rather than look 
for vectors which were almost Killing vectors9 because 
the best fit triad vectors lead directly to a classification 
system, A second advantage to finding best fit triad 
vectors-rather than approximate Killing vectors-is 
that, once found, they may be used as a basis for ex
pressing the Einstein equations, The geometric tech
niques using tetrads may then be employed. 3 

Our technique is a three-dimensional one and present
ly takes no account of the hypersurface's embedding in 
the space-time, Thus the approximate symmetry group 
of Kab need not give approximate symmetries of the 
second fundamental form,20 Furthermore, the results 
obtained using our technique are dependent upon the 
hypersurface chosen, For example, if 4Ko<8 were spatial
ly homogeneous and if the given hypersurface were an 
orbit of a point under the G3 , then we would of course 
be able to choose a triad whose y t would be exactly 
constant, However, if a hypersurface not a group orbit 
were chosen, a constant yiB could not necessarily be 
found and we might conclude that 4K<>.8 was not spatially 
homogeneous. 

The extension of our classification scheme to space
times depends upon having a way of choosing families 
of hypersurfaces, since two different slicings of the 
same space-time may result in two different classi
fications 0 We will not deal with this problem here, 
restricting ourselves to three-dimensional 
considerations, 

3. THE VARIATIONAL PRINCIPLE 

Given a subset U of a hypersurface 5 with metric 
Kab , we wish to find a triad of vector fields {eAt in U such 
that 

KabeAe~ = 0 AB (3.1) 

and the commutation coefficients 

(3.2) 

are as close as possible to some set of structure con
stants C~B' This is done by requiring that {eAr and 
C~ give a global minimum of 1 where21 

1= (l/V) 1 ~~~~B dV + 8A AnAB aB 
U 

(3.4) 

V=0dV= JjdetKab)1/2dxl~dx3, (3.5) 

The necessary conditions for a minimum are given by 

01=0, (3.6) 

where the variation is with respect to the e1 [subj ect to 
the orthonormality constraint (301)], n AE

, aB' AA' and 
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A[AE)O The Lagrange multipliers AA and A[AE) are nec
essary to ensure that the C k are structure constants, 
i. eo, that they satisfy (2. 5) and {2o 6).22 

For a homogeneous23 
gab' one gets 1=0, Also note 

that if {eAr gives the minimum value of 1, then any triad 
related to this one by a position-independent rotation 
will also give the minimum value, This is consistent 
with the fact that {E A} is determined only up to a con
stant roation when Kab is homogeneous. 

We would ideally like to choose lj =5 0 When this 
choice gives a finite V, we encounter no problems, 
However, if an infinite V results, instead of choosing 
U = 5 we must construct a sequence of sets lj i such that 
U i clj 1+1 and liml _ oo lj 1 =5. We then perform a sequence 
of variational calculations, each one using a lj i and 
yielding the triad {e A} I' The limit 

{eAt = lim{eAt, 
i .. oo 

if it exists, is the triad we desireo 

When U is chosen to be a proper subset of S, then the 
group resulting from our variational calculation must be 
considered a locally approximate symmetry group, If 
U = 5 then it is a globally approximate symmetry group. 
Difficulties may be encountered when U =5 since the 
topology of S may not admit certain groups 0 24-27 

The variation with respect to the c'A must preserve 
the orthonormality condition (3,1). Hence the only vari
ations permitted are position-dependent rigid rotations 
of the triad through some angle 0 eA

, given with respect 
to the unvaried triad, 

Carrying out the variations in (306) results in the fol
lowing equations: 

oeM' 'l • [eA~~ lEBCM + [~C~BEDCM + C iDEDBM l~~B= 0, 

(3.8) 

OIlAB: -411 AB + 411AB +8A AaB +2A[ABJ =0, (309) 

OA[ABI' I1AB _Il BA -=0, 

surface term' 

(l/V) .!au [~~BEBCMo(f+leA 1
0 dS =0, 

for arbitrary 0 (f+l • 

7] AB and 0; B are defined by 

}~B =E ABK 1)CK +CI AO~ - ClBO~, 

(3.11) 

(3.12) 

(3.13) 

(3" 14) 

7]AB=(I/V) J~t]ABdV, aB =(l/V) IUO'BdV. (3.15) 

The surface term (3.13) appears because we have dis
carded a total divergence in deriving (3.8). 

The symmetric part of C~ EDBM in the differential 
equation (3.8) does not contribute due to the antisym
metry of ~~B' Therefore we rewrite (3.8) as 

(3.16) 
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where 

(3.17) 

This equation will be discussed in detail in the next 
section. The section following that will deal with the 
algebraic equations (3.9)-(3.12). Here we make a few 
comments about the surface integral, (3.13). 

If (j = Sand S is compact then of course (3.13) is 
identically satisfied. However if (j has a boundary then 
(3.13) is an additional restriction on the solutions. In 
fact (3.13) then provides the natural boundary conditions 
for the differential equation. 28 

4. THE DIFFERENTIAL EQUATION 

The differential equation (3.16) is a sys tern of three 
coupled nonlinear partial differential equations for the 
three Euler angles which express the orientation of the 
triad {e.J with respect to some fiducial triad. 29 The 
Euler angles result from satisfying the orthonormality 
constraint on {e.J. The structure constants C<,k enter 
(3.16) as undetermined parameters. Once (3.16) is 
solved for the {eA} , one fixes the values of the C~B' or 
equivalently the pair (nAB, aB) by computing 'ijAB and 
tiB from {e A}' and then solving the algebraic equations 
(3.9)-(3.12)for (nAB,aB). In general, (l1 AB ,ii"B) will 
depend upon (nAB, (lB). The logic is illustrated in Fig, 1. 

We would like to give a proof of the existence of solu
tions to the variational problem or the differential equa
tion. However we have not been able to construct one. 
It does seem reasonable that solutions exist when ga~ 
is a perturbed homogeneous metric, This will be dis
cussed later. In regard to the uniqueness of solutions, 
there is no reason to expect them to be unique. In fact 
one can easily find examples where they are not. Con
Sider the case where ga~ is a homogeneous metric with 
a G4 or G6 • Then the number of simply transitive three
parameter subgroups that may be constructed is in 
general greater than one. so Each of these subgroups 
will generate a triad that is a solution to 61 = 0 and 
gives 1 = O. Uniqueness of solutions when ga~ is inhomo
geneous is an open question. Note, however, the fol
lowing discussion. 

When the metric gab differs from a homogeneous 
metric~a b with symmetry group Gs by terms of first 
order in a small quantity €, then (3.16) may be linear
ized. We will assume that the {eA} a~d C~B diffe! from 
tEe corresponding quantities in (!fab' G3), i.e., {E A} and 
C~B' by terms of at most first order also. We write 

-
eA = EA + Eoe.4 + O(E2

), 

where 

Also 

c<,k = C<,k +EOC<,k + O(E2
), 

where 

[EA , EBl = C<,kEc . 
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(4.1) 

(4.2) 

(4.3) 

(4.4) 

(4.5) 

(4.6) 

Given 4g O/$ and S, construct gab 

Solve D. E. for eA (n,a) 

~_-_--=r __ 
~~~~t~_(~a) and a(;:Q 

Use Bianchi] Use (n, a) to construct 
classification on approximate G3 
(n,a) to classify ~ 

gab & S __L 
I ~~nstruc~ th~ {Ei~d-~-;;r~~i~ate I 
I __ homogenous metric from G3 I 

FIG. 1. A flow chart for the logic of the variational technique 
and classification scheme. 

All calculations will be done to first order in.€. 
ordinate indices are raised and lowered with ga~' 

Orthonormality, (4.4), to first order implies 

" a_ l-ab" E-c+€ EaB"ge veA --2g vgbc A ABC v 

with oge arbitrary. Defining OY~B by 

YXB=C<,k +€OYXB +O(€2), 

we can calculate that 

Oy<,k =2E1A€BlcLVao&L -2A~(C)08L 

Since 

_gabogbdPfAVaE£lE; - (Vaog~)E1A~IEf 

=2E[ AEBICL Va08L - 2A~~(C)08L 
..... ""',..., -... '" 

- E'iAE~I(og~VdE~ + E;Vaogbd), 

A~B = YXB - C fs =EOY . .ra -EOCXB '" E6A~B 

Co-

(4.7) 

(4.8) 

(4.9) 

(4.10) 

is of first order, the differential equation becomes 

V" (EA6A~)EBCM +A~;(C)OA~ =0. (4.11) 

The second derivative terms in 08A in (4.11) have the 
form 

(4.12) ..... ,...., -- ----
(0 AB Y'2 + E~E~Y'a Y' b)O 8B , 

showing that (4.11) is a strongly elliptic system of dif
ferential equations. S1 From the theory of strongly 
elliptic systems, strong solutions to (4.11) in a com
pact (j can be shown to exist provided the operators are 
sufficiently continuous and satisfy a specific inequality. 
Since our results here are inconclusive, we refer the 
reader to Refs. 32 and 33. 

The variational problem leading to (4.11) may be 
shown to have unique solutions when (j =S . Varying the 
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o (1A in 
J=(l/V) fU(0A~[oe])2dV (4.13) 

and setting oJ =0 yields (4.11) and a linearized version 
of the boundary condition (3.13). Note that J is just I 
after (4.1)-(4.5) have been substituted into ~~B and 
terms of order e3 and higher have been dropped. The 
terms involving AA and AIAB! in I have been dropped 
since they have no bearing on this argument. 

Consider a variation oeA - oeA + P ef>A, with 0 < P < 1. 
The new value of J is 

J[6eA +pef>A] = (l/V)fu (O~~B[oe ])2dV 

+ 2:fu°~~B[M]OAA~lef>]dV 

+ ~j)0A1~[ef>]?dV, 
where 

o~l~[ef>]= 2E!AeB]CFiJ a ef>F - 2J\~~(C)ef>F' (4.15) 

The last term in (4.14) is proportional to the second 
variation. For those Oef>A which solve the differential 
equation (4.11) and boundary condition, the first varia
tion vanishes and we have 

J[oe + pef>]?- JLoe}. (4.16) 

Thus those oe A give a minimum or inflection poinL To 
have an inflection point, the second variation must 
vanish, so 

OAA~Lef>]=O. 

This implies that 

EC' Qef>M = - eMAB J\~~ (C)ef> F 

(4.18) 

Regarding this equation as giving the change of ef>M along 
the integral curves of E c, we can show, by considering 
every Bianchi type to which C~B may belong, that ef>M 
must equal zero or a constant on the integral curves if 
it is required to be bounded, real, and single valued. 
Since the integral curves are space-filling, we conclude 
that the only variations which give inflection points are 
spatially constant changes in 6 eA. This is not surprising 
since the variational integral is invariant under con
stant rotations of the triad. 

Hence, for nonconstant variations cpA about a station
ary point, we have 

JL6e +Pef>] >JL6e]. 

Thus every stationary point is a minimum and, given 
the continuity of J, there can therefore be only one 
minimum, L e., the solutions to (4.11) are unique. 

We have not shown that the full equation (3.16) has a 
unique solution if gab is a perturbed h.9mogeneous 
metric. If gab admits more than one G3 , then it is p£s
sible to construct one linearized equation for each G

3
• 

Each one of these equations will have a unique solution 
(if a solution exists). The full equation will therefore 
have multiple solutions. However, it seems likely that 
in general only one solution will give the lowest value 
for I. 
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5. THE ALGEBRAIC EQUATIONS 

In this section we discuss the behavior of the alge
braic equations, (3.9)-(3.12), for nAB and aB' as
suming that the pair (TiAB , QB) are a given set of con
stants. Of course (1jAB, aB) will in fact depend upon 
(nAB, aB) in some complicated fashion. The effects of 
this dependence will be considered at the end of Sec. 
5, After some preliminary algebra and an example, we 
present a series of theorems (whose proofs are in 
Appendix A) which lead to a stability theorem stated in 
Sec, 6. 

To begin, we note that (3.9) may be solved for AIAB ] 

to yield 
AIAB! = _ 4AIAaB !, 

The remaining equations are 

(5.1) 

(5.2) 

(5.3) 

I1AB=17AB-(AA(lB+I1AAB) (5.5) 

These immediately imply the two useful results 34
: 

(5.6) 

2 AB-
n =11 11AB' (5.7) 

The role of AA is, of course, to ensure that (nAB,aB) 
satisfy the Jacobi condition, (5.3). Since we wish to 
obtain structure constants, (5.3) must be exactly sat
isfied, even if the differential equation was solved only 
in the linear approximation. We will deal with the alge
braic equations without approximation in this section, 
In passing, we note that the effect of AA is to reduce 
the size of n2 + 2a2 from its maximum value of lP + 2"iY2 • 
This can be seen by deriving from (5.2)-(5.5) the 
relations: 

(5 8) 

and 

~2 _ ([2 = A • n' (f = A • /I 0 /1" A c' 0, (5,9) 

Given (ryAB, aB)' the algebraic equations can in prin
ciple be solved as follows, Substitution of (5.5) into 
(5, 4) and a subsequent contraction to find (/' A yields 

{( B (1 - A 2) = Ci B - 17B cX C + !; A B , 

where 

(5.10) 

(5.11) 

We now have aB in terms of (ryAB, aB) and AA' Putting 
(5.10) into (5.5) gives nAB in terms of these quantities. 

We need now only solve for AA' The necessary equation, 
constructed using (5.3), (5.5), (5.6), and (5.10), is 

7)AB(iB = AA[a 2 + 1:2 +~"iY 0 x - (ioTfo A) 

(5.12) 

This equation is not very helpful. It does suggest that 
there may be multiple solutions for AA and consequently 
for (nAB,ilB). That is to say, given (ryAB,"CiB), there may 
be several ways, consistent with (5. 2}-(5. 5), of form-
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ing structure constants. The existence of this multi
plicity is confirmed by an example. Consider the case 
when 

1111 * 0 nf1 

and the rest are zero. The two possible solutions are 

A1=a/ry1l' A2=A3=aB=0, nAB =7fAB 

and 

A1 =1111/2au A2=A3=nAB =0, aB =aB, 

The first solution would be classified GBT II and the 
second, GBT V. 

When &lAB, aB) satisfy the Jacobi condition, the alge
braic equations give only one solution: 

Theorem 1: nAB =17AB and aB =aB if and only if 
17ABaB =0. 

For many lriAB, aB)' though, the algebraic equations 
will give multiple (nAB, aB), as can be seen from the 
following two theorems: 

Theorem 2: There exists a Class A solution (with nAB 
=1iAB and aB = 0) if and only if there exists a AB such 
that l1ABAB =aA' 

Theorem 3: A given l1AB and Ci B admit a Class B solu
tion if and only if « * 0. 

When these troublesome multiple solutions do occur, 
we choose among them by picking the solution which 
gives the smallest value of I. The value of 1 for a partic
ular solution is 

I=(l!V)J
U

2(T/2+ 2a 2)dV-2(n2 +2a2). (5.13) 

From (5,13), (5.8), and (5.9) it is clear that I is mini
mized when (nAB, aB) are as close to (ijAB, aB) as pos
sible, The size of A 2 will also be as small as possible 
in that case. 

When trfAB, aB) differ only slightly from true structure 
constants, one expects to be able to determine the rel
ative sizes of 1 for the various solutions. Therefore, 
conSider the following. 

If gab differs from a homogeneous metric iab by terms 
of at most first order in a small quantity E, as assumed 
in the previous section, then we expect (1fAB, aB) to 
differ from (nAB, aB) of the 83 belonging to gab by terms 
of at most first order. Hence we write 

(5.14a) 

aB=aB+liaB• (5. 14b) 

All terms in ryAB and CiB of order E or higher have been 
included in liT/ AB and DaB' The perturbation is chosen so 
that 

1000AB I and IliaB I < smallest, nonzero quantity 

in {a2
, I eigenvalues of nAB I}. (5.15) 

In cases where gab and G3 are BT VIII or BT IX, so 
that detnAB /;;2, we can expliCitly construct a AB satisfy
ing the conditions of Theorem 2. This AD gives the 
smallest value of 1 among the possible solutions and the 
r:.,esulting (nAB, aB) are of the same GBT as the original 

G3 • 

Theorem 4: ryAB and a B admit a solution, nAB and aB' 
of GBT VIII or GBT IX if they arise from a perturbation 
of a homogeneous metric with a G3 of BT VIII or BT IX, 
respectively. Furthermore, the solutions give global 
minima of 1. 

This type of result will not be true if we begin with a 
homogeneous metric whose G3 belongs to one of the 
lower-dimensional Class A groups. For example, if 
(nAB, ;;B) are BT II, so nll *0 =aA and the other nAB are 
zero, we can imagine a perturbation such that ryAB = nAB' 
a A=a2li A2 • In this caseqABaB=O and Theorem 1 
applies. The resulting G3 is BT IV. A theorem slightly 
stronger than Theorem 4 is obtained if the homogeneous 
metric's G3 belongs to Class B. 

Theorem 5: 1tB and Ci B admit at least one solution, 
nAB and aB, of Class B if they arise from the perturba
tion of a homogeneous metric with a (;3 of Class B. The 
solution giving a global minimum of I will be in Class 
B. Furthermore, this solution will be GBT VIIh or 
GBT VIh if the (;3 is BT VIIh or BT Vlh, respectively. 

TABLE IT. The behavior of the solutions to the algebraic equations is,.5lummarized here. The metric gab is assumed to arise from 
a perturbation of a homogeneous metric Rab with the symmetry group G,. 

BT of unperturbed 
G3 of iab' 
Do solutions (n, a) 
belonging to the same 
class always exist? 

Does the solution 
giving the minimum 
I belong to the same 
class? 

Do solutions of the 
same type exist? 

Does the solution 
giving the minimum I 
belong to the same 
type? 

IX VIII 

yes yes 

yes yes 

yes yes 

yes yes 

Class A 

VIp VITo II 

no no no no 
Counter examples to existence can be found in these cases 
by taking o~ '" 0 & oa2 

'" O. If det ii '" 0 these become yes. 

depends upon perturbation 
cannot say in general 

-not in general 

-not in general 
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Class B 

VIh VIIh IV V 

yes yes yes yes 

yes yes yes yes 

yes yes depends upon 
perturbation 

depends upon 
yes yes perturbation 
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Theorems 4 and 5 are the principal results of this 
section. Table II exhibits these results in graphic form 
for each Bianchi type, 

Earlier we remarked that (itB, as) had a parametric 
dependence upon (nAB, as)' Symbolically, then 

nAS == nAS{jf(n, a), a(n, a)) 

and similarly for aBo Because of the manner in which 
they are stated, Theorems 1-3 are unaffected by this 
dependence, Theorems 4 and 5 could potentially be 
Changed, However, the proofs of these last two theorems 
depen~ only up~n (i) the zeroth order parts of (TfS, as)' 
i. e., nAB and as, which are independent of (nAB, as), 
and (ii) the assumption that the remainders 1'J17 AB (n, a) 
and Oas(n,a) are smalL It is unlikely that consideration 
of the parametric dependence would invalidate this as
sumption. Therefore, we feel that a proper treatment 
of the equations (3,8)-(3.13) which takes all inter
relations into account would not change the results in 
Theorems 4 and 5, 

6. THEOREMS ON STABLE AND GENERIC 
SYMMETRIES 

Together, Theorems 4 and 5 constitute a stability 
theorem for symmetry groups, 

Theorem 6-Stable symmetries: The G3 in Bianchi 
types VIh , YUh' VIII, and IX are stable symmetry 
groups, That is to say, a homogeneous metric with one 
of these symmetry group types will preserve this group 
type as its approximate symmetry group type when 
perturbed by a small but otherwise arbitrary metric 
perturbation, Groups belonging to the other types are 
unstable, 

The instability of G3 in the other group types follows 
from the existence of perturbations of a gao with one of 
these G3 which produces a (ryAB, (jiB) yielding a group of 
some GBT other than the Bianchi type of the original 
one. 

This suggests that the metrics of GBT's other than 
the four listed above are a set of measure Zero in the 
space of all perturbed homogeneous metrics, 

Theorem 7: If a homogeneous metric is subjected to 
a general perturbation, the approximate symmetry 
group of the resultant metric will belong to one of the 
four GBT's: VI h, VIII" VIII, or IXo 

Proof: A general perturbation ogab is one in which all 
Fourier components are nonzero. If we assume that the 
differential equation (3,16) behaves in the expected 
fashion, this perturbation will result in the most general 
(ifB'O!B)' which require the maximum of nine parameters 
to be specified. If the resulting (nAB, aB) are Class A, 
then nAB =17AB , since aB = 0, and we must have GBT VIn 
or IX because derry * 0 0 If they are Class B, then axes 
may be chosen such that aA=oA1a1 and nAB 
==diag(O, ~2' n33 ). A contradiction arises if either n22 or 
n33 is zero, since then the maximum number of param
eters available to specify CitB, aB) is eight, three to 
give the orientation of the axes, a1 , n22 or n33 , and the 
three J\.Ao Hence both n22 and n33 must be nonzero and 
the metric is GBT VIh or VIIh , 
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If a perturbed metric is to be classified as a GBT 
other than the four above, the perturbation must be such 
that itB and aB satisfy certain constraints (if V is finite), 
Hence this cannot be a general perturbation and there
fore these GBT must represent a lower-dimensional 
subspace of the space of all perturbed homogeneous 
metrics, 

Since the proof of Theorem 6 does not depend upon 
the detailed behavior of (TfB,as ), we expect Theorem 6 
to remain true after the dependence of (ifAB, as) upon 
(nAB, aB) is taken into account, 

7. CONCLUSIONS AND COMMENTS 

We have in a natural way generalized the notion of 
simply-transitive symmetry groups for three-dimen
sional Riemannian metrics by defining an approximate 
symmetry group for a given metric, These approximate 
symmetry groups may then be classified using the now
standard Bianchi classification, 

We find that a metric may possess one of two kinds of 
inhomogeneity in a set U of finite volume Vo Once the 
global minimum of 1 is found, the possibilities are: 

(a) 17 AB and Ci s not constant but :ryABa B == 0, This gives 
1>0, J\.2==0. 

(b)l1 AB and Ci B not constant and:ryABa B *0, This gives 
1>0, J\.2>0, 

1 and >0.2 provide a measure of the metric's inhomo
geneity since 

homogeneity <=> 1 == ° = J\. \ 

inhomogeneity <==> I > 0. 

Consider the subspace of superspace consisting of 
all homogeneous three-dimenSional metrics in a com
pact subset U on a manifold;}], 35 This subspace is 
partitioned into sets, all of whose members have G3 

belonging to the same Bianchi type, These sets are not 
disjoint since some metrics may have more than one 
G3 • The subspace may be extended to the space of per
turbed homogeneous metrics on U by USing a modifica
tion of Hawking's" topology for Lorentz metrics. Define 
the neighborhood of a metric gab on U by 

N(E"gab' U)~ i);~b onU c-;}] Jthe ith derivatives 

(0 '" i '" r) of K ~b differ from those of gab by less 
thanE;}. 

The derivatives are taken with respect to a Euclidean 
metric on U. The metrics in N(E T , gab' U) can be con
sidered as arising from perturbations of the homo
geneous gab' The space of all perturbed gab on U can be 
defined as the 

\\ _U UN(ET,gab,l)) 
a gabon 

for some fixed fT' 

The space of perturbed g.o can be partitioned accord
ing to approximate symmetry groups by using (nAB, a B) 
and may be further divided according to degree of in
homogeneity by using 10 That is, we can define a 
neighborhood of the set of gab on U with a &3 of Bianchi 
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type Y by 

b(B, Y,lj) = {gab on U cliJ 1I\.gabJ < Band 

where B is some positive number greater than zero. 
Each member of the space of perturbed gab (for some 
£T) will lie in one of the B(B, Y ,U) if B is chosen suffi
ciently large. 

If iab is of BT Y and if, for some ET and B, every 
gabEN(ET,gab'U) is also in B(B, Y,U), then Y can be con
sidered a stable symmetry type. The collection of 
stable symmetry types is generic in the space of per
turbed Kab' 

We find that some group types do not belong to this 
generic set. Not unexpectedly, those types that do be
long, i.e., Types Vl h , VIIh , VIII, and IX, are those of 
the highest dimension, as Collins and Hawking6 antici
pated in their study of the dynamics of homogeneous 
metrics. 

It is the dynamical behavior of metrics with approxi
mate symmetry groups belonging to these generic types 
that should be studied to determine, for example, the 
viability of chaotic cosmology. Initial data might be 
completed by requiring that the tensor Xab on 5, which 
gives the second fundamental form of 5, have the same 
approximate symmetry group20 as gab' Some things are 
known. The dynamics of a gab belonging to a generic 
type should preserve the classification for small in
crements in time since small changes in the metric can 
be regarded as a perturbation to which Theorems 4-B 
apply, (These theorems also imply that the classifica
tion is stable to small changes in the choice of hyper
surface 5, ) Also, some cosmological metrics are 
known which are inhomogeneous and have timelike 
Killing vectors, 36 These will of course preserve their 
generalized Bianchi type throughout their evolution. 
However, much more work must be done before we can 
say that the behavior of even slightly inhomogeneous 
cosmological models is understood, 

APPENDIX A: PROOFS OF THE THEOREMS IN 
SEC.5 

The proofs are in the order 2, 4, 3, 5, and 10 

Proof of Theorem 2: If AB satisfies 1]ABAB = a A, then 
1;=0 provided A2=~ and therefore aB=O provided ,\2*1, 
Equation (5,5) then gives nAB=1jAB. If ,\2=1, (5.10) 
does not determine 0B' The only restriction upon aB is 
!;; =0' A =0. Hence 0B =0 is a solution, If,\2 =~, a',\ 
cannot be determined from 

OB(l - A2) =lYB -l1BcA C + (a' A)ABo 

This implies that aB satisfies 

0B =2AB(O' xL 
Again aB =0 is a solution. 

If a2 =0, then (5.5) gives nAB =l1AB and this together 
with (5,4) shows that1)ABAB =ak QED 

Proof of Theorem 4: If trrAB , aB) satisfy (5. 14a, b)
(5.15) with detnAB *0, a AB such that "ifABAB =aA can be 
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constructed. Since 

deGjAB "'detnAB *0, 

the necessary AA is 

AA = rn- 1 )ABa B. (Al) 

By Theorem 2, then, a Class A solution must exist. 
This solution has nAB =17AB and therefore must be GBT 
IX or VIIL In fact, nAB is of the same type as nAB since 
the perturbation cannot change the sign of the 
determinant. 

The question remains whether these solutions give the 
smallest possible value of I. To show they do, we as
sume the contrary and obtain a contradiction. Since (AI) 
gives the only Class A solution, any other solution must 
belong to Class Bo Assume that 

Then 

(n2 + 2a2) I Class A < (n2 + 202) I Class B 

and, invoking (5.8), 

~ <172 _ 2A2a2 _ 2(0' ,\)2 + 202 

a2> ,\202 + (a' A)2. 

From (5,2)-(5.5), one can show that 

A A = l1]ABoB - OA(O '1]' a)/2a2]/ 02, 

assuming a2 * 0, Using (A3), (A2) becomes 

(A2) 

(A3) 

2a4 + (a'l1'o)2/a2>2a'1]'1]'o. (A4) 

Equations (5. B), (5, 14b), and (;2 = ° imply that a2 is at 
mostO (£2), Define 

(]A '=1]ABaB/ I a I. 
Since det~B "'detnAB *0, la I must be nonzero and of 
o (EO). In terms of a A

, (A4) becomes 

2a4 + (a' a)2 > 202a2
• 

But due to the size of 0
2 and a2

, 

2a4 + (a 0 a) ~ 2a4 + a 2a2 < 2a 2a 2
• 

Thus (A5) cannot be true and we must have 

llcl .... A <IIClas. B' 

(A5) 

QED 

To prove Theorems 1, 3, and 5, more preliminary 
work must be done, Substituting (A3) into (5,10) gives 

aAll - (0 '11'1]' a)/ a
4 + (a '''if' 0)2/ a6

] 

(AB) 

Here we regard 0B as the funadamental quantity, 
Given (ifAB, lYB), (AB) is solved for (IB' Choosing XA as 
in (A3) will then guarantee that nABOB = 0. Proving the 
existence of a Class B solution for some trrAB ,aB) now 
amounts to proving that there are solutions to (AB). 

Multiplying (AB) by a4 = (a' a')2 gives 

(A7) 

where 

X AB '= lYAlYB -1)AC1]~ +1] AB (a '1]' a)/ a2• (A8) 
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The magnitude of aB may now be eliminated from the 
problemo Define 

(A9) 

so (A 7) and (AB) become 

(AIO) 

(All) 

(A12) 

A necessary and sufficient condition for a solution aA to 
(A6) is the existence of a unit eigenvector UA of XAB(U). 
Once a UA is found, aA is given by aA = (a' u) UA where 
the direction of uA is chosen to make N' U nonnegative. 

When a A is an eigenvector of7)AB, (AIO) is easily 
solved. Assume 

(A13) 

Then 

uA=aAllal 

solves (AIO) with X = <r, The solution is then aA = a A 
and (A3) gives AA =TNAI2ir. Whenever T *0, another 
A~ = a AI T can be found so that 1f ABA' B = a A' Thus by 
Theorem 2 these (1)AB, aB) also give Class A solutions. 

An explicit solution to (A9)-(A12) cannot be found in 
generaL 

Proof of Theorem 3: By (5.6) a2 *0 ~ <r * 0. Define 
the symmetric matrix 

(A14) 

For every real T, X1B will have three orthogonal unit 
eigenvectors UiA(T), i=1,2,3. Define 

(A15) 

Each of the Wi will be continuous functions of T. Finding 
a solution UA to (A9)-(A12) is equivalent to finding a T 
such that 

(A16) 

for some i. Since Wi is bounded from above and below 
by the eigenvalues of1fAB , there must be at least three 
T satisfying (A16L The resulting ui(T) will give a non
zero a A = (u i 0 a)U iA so long as ui c a* o. If (i2* 0, then we 
need only show that one ui gives ui 0 IY * ° to complete the 
prooL Suppose uf is an eigenvector of Xh(T) for T = Tl 
and ul ' a ==0 0 Then uf must also be an eigenvector of 
7)AB and hence of X,h (T) for all T, since it will give 

X1B(T)uf == {JrAC1f~ - TiiAB)uf 

for all values of T. If a second u1, u: say, also gives 
u2 ° a = 0, then it too must be an eigenvector of X1B (T) 
for all T. The third eigenvector of XL is then deter
mined for all values of T and it must give ua 0 a * o. 

QED 

Proof of Theorem 5: If (1fAB, a B) satisfy (5.14a, b)
(5.15), then certainly cr *0 and therefore they admit a 
Class B solution by Theorem 3. 
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We must now show that a Class B solution gives the 
minimum value of I. For a Class B solution: 

(A17) 

using (A9)-(A12) and T =u'7)' u. The condition that a 
Class B solution give a lower value of I than a Class A 
solution is 

1f2 <7)2 + 2x _ T2 

or 

(AlB) 

Among the possible Class B solutions the one giving the 
largest 2X - T2 will have the smallest I. 

For the unperturbed metric 

X-. - - - -c TAB=aAaB-nACnB+ nAB' (A19) 

(A20) 

Since nAB(iB::::: 0, X~B may be diagonalized for all values 
of T by choosing axes such that 

(A21) 

Therefore the directions of the UiA are independent of 
T and are simply 

(A22) 

The UtA gives (i2 * 0. The WI are also independent of T. 
Table III gives the values of Wi and Xi' For i=::1, 
2Xi> Ti =:: Wi, Now perturb (nAB, (IB) as in (5. 14a, b)
(5.15). For T near 0, n22 , or n33 the principal axe~ of 
the new X1B can differ only slightly from those of X1B' 
So the T which give T == WilT) must differ from the un
perturbed values by terms of order Eo Therefore 2XI> Ti 
for the perturbed uf and this must give the smallest I. 

-Finally we note that if the original metric and G3 

were BT VUh or BT Vlh then the perturbed metric and 
G3 will be GBT VUh or GBT VIh respectively, since T 
can change by 0 (E) only. QED 

Proof of Theorem 1: If l1AB(VB =0 and a 2 =0, then by 
(5.6) a2 =0; so nAB ==7fAB and aB=aBo 

If TjAB(iB =0 and a 2 * 0, there can be no AB such that 
l)ABAB = aA since that would imply a 2 = a'n' A = 0. By 
Theorem 2 any solution must have a2 *00 X1B in (A14) 
may be diagonalized for all values of T by choosing axes 
that diagonalize 1fAB, since (VB lies along a principal axis 
of1fAB. The u1 are thus eigenvectors Of1fAB and are in
dependent of Yo The only u1 giving a2 * ° is then the one 
parallel to a A which is also an eigenvector of 1fAB . 
Therefore aA=(u' a)uA=aAo (A3) implies AA=O and the 
result follows, 

TABLE 1lI. 

1 
2 
3 

Wi when Wi=T Xi 
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APPENDIX B: CONSTRUCTION OF AN 
APPROXIMANT 

We assume that the variational problem discussed in 
Sec. 3 has been solved on some open setlj of 5 with 
the metric gab' and both the best fit triad {e A} and the 
structure constants C~B of the approximate symmetry 
group are known. Using some appropriate criteria, we 
wish to define on U the approximant, a homogeneous 
metric g:b whose G3 has the structure constants C~B 
(defined as in the beginning of Sec. 2). One possible 
construction is the following, Consider the set of all 
triples of linearly independent vector fields {E1} in U 
which satisfy 

lE1,E;]=C~BEc, (El) 

Choosing the triple which gives the smallest value of 

K= (l/V) iUKab(EA" - e~)(EZb - e~)oAB dV, (B2) 

where V is the proper volume of /) as in (3~ 5), we may 
define K':b as the matrix inverse of 

(B3) 

The vectors {E1} are then orthonormal basis vectors for 
K.:'b and generate the group reciprocal to the symmetry 
group of gat, as in Seco 2. 

The problem of finding the triple yielding the mini
mum of I( can be converted to the problem of solving 
a set of differential equations with boundary conditions 
by using the calculus of variations in the standard 
fashion, To restrict the variations of {E1} to the set of 
triples solving (BI), we make use of the result that any 
two solutions of (BI), {E1} and {E~}, with the same 
C~B are related by a "coordinate transformation" (Ref. 
14, Sec. 22). 

E!"(x)= ~;: E'1(f), fl =fl(xl (B4) 

If {E~(j)} is a particular, fixed solution to (BI), in the 
sense of a fixed functional form, we may use (B4) to 
write the variation of {E1(xl} in terms of a variation of 
fl(xl and thereby ensure that the triples being consider
ed all solve (BI). Thus the explicit form of the varia
tion is 

oE*a(x)=E*aE,B aEA
I 

ork 
A B I afk . 

_ E*IE*aE'B _a_ (ork) 
A B k exl - , (B5) 

where E;B is the matrix inverse of E~a. With this varia
tion, 01(=0 implies, after one uses (B4) and the com
mutation relations for {E~(j)}: 

(B6) 

where 

(B7) 

and the inner products and covariant derivative refer to 
gab' Boundary conditions for the differential equation 
(B6) come from the surface integral discarded in 
deriving (B6). That integral is 

1339 
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(BB) 

Requiring that the integral be zero independently of 
Ofk(X) gives the boundary conditions for (B6). 

Gi ven gab and {e A} on U, the approximant gat may be 
found by solving (BI) and (B6), for {E1} subject to the 
boundary conditions from (BS), and then using (B3). It 
is worth noting that the structure constants C~B in (BI) 
alone and already determine the scalar invariants of the 
three-dimensional Riemann tensor associated with the 
homogeneous approximanL This occurs because we 
stipulate that the C~ are structure constants of a recip
rocal group with orthonormal generators. The problem 
that we have been solving in this appendix by a mini
mization criterion is-at least locally-nothing more 
than the problem of how best to "orient" an already
determined intrinsic geometry and fix the coordinate 
form of its metric, as one superimposes it on the in
homogeneous three-space. 

As mentioned in Sec, 3, we may wish to find a global 
approximant, that is, a homogeneous metric which 
approximates Kab everywhere on 5. If 5 requires several 
coordinate patches to cover it or has a complicated 
topology, this may be done by breaking 5 up into a col
lection of simply connected open sets whose union is 
5, solving for the best-fit triad and approximant in each 
open set, and then piecing the sets and solutions to
gether to obtain a global best-fit triad and approximanL 
It may occur, however, that this cannot be done, The 
possible topologies of a homogeneous metric are 
restricted by the symmetry group (see ReL 27 for a 
partial list of permitted topologies). If the topology of 
S is not among those permitted by the approximate 
symmetry group of gab' then it will not be possible to 
define an approximant, K.:'b' on S with three globally de
fined Killing vector fieldso In a neighborhood of any 
point, K:b will have the necessary Killing vector fields, 
but there will be no extension of these fields which 
covers all of S. 26 
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components are given using upper case Latin letters which 
run from 1 to 3. These are raised and lowered using. the 
Kronecker delta. The three-dimenSional metric in j is de
noted by gob' Partial derivatives with respect to the coordi
nates are given by 8",. Covariant derivatives with respect to 
gob by 'Va. The summation convention is used except where 
stated otherwise. 

uIf there are more than three Killing vectors, then the full 
symmetry group of 5 will have more than three parameters. 
The possibilities are a G4 or Gs; a G5 cannot be the complete 
group of motions, i. e., a G6 must exist (Ref. 14, pp. 215 
and 229). In all cases except one, 13 the G4 and G6 will contain 
at least one simply transitive G3 subgroup. 

13R. Kantowski, Ph.D. thesis, University of Texas, Austin 
(1966); and R. Kantowski and R. K. Sachs, J. Math. Phys. 7, 
443 (1966). 

14L. p. Eisenhart, Continuous Groups of Transformations 
(Dover, New York, 1961). 

15The vectors ~A and EA lie entirely within 5 and therefore 
have a zero temporal component. To simplify comparison 
with what is done later, we will treat them as three-dimen
sional vectors. 

16When the full symmetry group is G4 or G6, then there may 
exist two or more subgroups G3, each belonging to different 
classes. Thus the classification of gab may not be unique. See 
Ref. 3, pp. 119-120. 

17The vector aB has the interpretation: aB = - !'VzE1. 
18In the remainder of this paper, vectors such as eA will be 

three-dimensional vectors in 5. 
19This always exists. See Ref. 14. 
20A suitable definition for the second fundamental form's ap

proximate symmetry group would have to be found. See 
Ref. 3, pp. 108-109, for a similar situation in spatially 
homogeneous space-times. 

21In many of the following calculations it becomes awkward to 
maintain the summation convention for triad indices with one 
index of a repeated pair up and the other down. Therefore we 
shall drop that restriction and sum over nny pair of repeated 
indices in a product. }'or example, then 

1340 J. Math. Phys., Vol. 18, No.7, July 1977 

b.A~ b.A~ = ~3 b.~ b.A~' 
A,B,C=1 

22Equations (2.5) and (2.6) or equivalently (2.9) and nUB] ~ 0 
are, by Lie's third fundamental theorem, necessary and suf
ficient for cia to be the structure constants of a Lie group. 
See Ref. 14. 

23A positive-definite three-dimensional Riemannian metric 
will be said to be homogeneous if it is invariant under a sim
ply transitive G3• 

24B.G. Schmidt, Comm. Math. Phys. 15, 329 (1969). 
25S. W. Hawking and G. F. R. ElliS, The Large Scale Structure 

of SPace-Time (CambridgeU.P., Cambridge, 1973), p. 136. 
2GA.E. Fischer, "The Theory of Superspace," in Relativity, 

edited by M. Carmelli, S. Fickler, and L. Witten (Plenum, 
New York, 1970). 

27G.F. R. Ellis, Gen. ReI. Grav. 2, 7 (1971). 
2GR. Courant and D. Hilbert, Methods of" Mathematical PhysiCS 

(Interscience, New York, 195:1), Vol. 1. 
29In two dimensions there is only one Euler angle and (:).16) 

reduces simply to Poisson's equation. A forthcoming paper 
will treat the two-dimensional problem in its entirety along 
with some three-dimensional examples. 

30Reference 3, 119. 
31See Ref. 32, p. 44. 
32G. Fichera, Linear Elliptic Differential Systems and Eigen

value Problems, Lect. Notes in Math. No.8 (Springer
Verlag, Berlin, 1965). 

33L. Bers, Contributions to the Theor~' of Partial Differential 
Equations, Ann. of Math. Studies No. :13 (Princeton Univer
sity, Princeton, N.J., 1954). 

;14Henceforth we use an abbreviated notation in which contrac
tion on triad indices is signfied by a centered dot, e. g., a' a 
"'aBaB' Also n2"'1zABnAB' 

35Superspace is the space of all three-geometries. A point in 
superspace represents the equivalence class of metrics re
lated by a coordinate transformation. See Ref. 26 for details. 

36G.F.R. Ellis, J. Math. Phys. 8,1171 (1967). 
370.F.R. EllisandA.R. King, Comm. Math. Phys. 31, 209 

(197:1). 

A. Spero and R. Baierlein 1340 



                                                                                                                                    

Localized solutions of a nonlinear scalar field with a 
scalar potential* 

Luis Vazquez t 

Departmenl of Mathematics. Brown University. Providence. Rhode Island 02912 
(Received 14 February 1977) 

The exact localized solutions for a nonlinear scalar field with a scalar potential are studied. In particular, 
we compare the stability of the above solutions and those obtained by Rosen in absence of the scalar 
potential. 

I. INTRODUCTION 

We study in this paper the static and spherically 
symmetric solutions, with finite energy, for the non
linear scalar field. considered by G. Rosen, I in the 
presence of a scalar potential. Also in this case the 
field equation is solvable, and it has a continuous bi
parametric set of localized solutions which are meta
stable. 

When the scalar potential is attractive, the localized 
solutions are more stable and have less energy than 
the solutions in absence of the potentiaL The opposite 
behavior occurs when the scalar potential is repulsive 

II. GENERAL DESCRIPTION OF THE MODEL 

The Lagrangian density is 

L = (~; r -(Vr/:J)2 + ,iitP6 + hy"(j:l, (1) 

where ,ii is a positive constant and Ii and n are constants 
to be fixed later. 

The field equation is 

- tPtt + t.¢ + 3,iitP 5 + ily"tP = o. (2) 

We consider static and spherically symmetric so
lutions tP = tP( rl. Then the field equation becomes 

(/21> 2 d 1) .., ",5 I ," rp 0 - +-- + .)(f,~ + 11 -dr r dr . <., . - • (3) 

Using an argument of Rosen, 2 we can see that /l must 
be - 2 in orde r to get solutions with finite energy. In 
effect the Eq. (3) is associated with a variational 
principleo In particular, its corresponding Lagrangian 
is 

Then we have the global condition 

{~~ [c/J(\y)lLl =0. 

Invoking Eq. (3), we eliminate the derivative term 
in Eq. (4), getting the relation 

(n + 2) I ~ In,",,+2 </>2 dy = 0 
o 

which implies that a nontrivial localized solution can 
exist only if n = -2. Thus the equation to study is 

(4) 

(5) 

(6) 
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The solution obtained by RosE'n 1 when h = 0 suggests 
that we can try to find solutions for (6) of the form 
tP =A 1'''' 1 (B + JAl)1/2. In fact here we found the bipara
metric continuous set of solutions 

Zr'" 
tP = tPo = [( 4/82)Z4g + yB )112 

with the conditions 

8 =± 2(1- 4h)1/2, (]I == (8 - 2)/4 

(7) 

(8) 

and where Z is an arbitrary constant. So we can see 
that h must be smaller than 1/4 in order to get 8 real. 
When II = 0, Eq. (6) admits the Rosen solution and also 
the solution tP=Z/(Z4gy2+1)1I2. We note that the dimen
sion of Z depends on 8. 

The energy associated with the solution (7) is 

E==4nIl(~~) 2 _g¢6_ ~ tP2] rh, (9a) 

(9b) 

where ER =M2/2,iil /2 is the energy obtained by Rosen in 
the case {3 = 2. The energy is independent of the param
eter Z, and it is the same for ±{3. When the scalar 
potential is attractive (h> 0), we have E > E R' Also E 
is analytic about h = 0, so that the potential term in (6) 
is amenable to a rigorous perturbation-theory treatment 

Let us now consider the dynamical stability of the 
solution (7). With the perturbed general solution about 
CPo given by 

(10) 

the linearization of (2) with (10) and the above restric
tions on the parameters produces the following eigen
value equation for the tP I : 

(11) 

We can regard Eq. (11) as the equation 

t.tPl + [w 2 
- V(r)ltPI =0, 

where V(r)=-(15gtPci+h/y2), with limT_~rV(r)=O: 
thus by applying the results of Kato, 1 Eq. (11) has 
only the quadratically integrable trivial solution c!>, = 0 
if (JJ2> O. Thus for the eigenfunctions of (11), w is 
either zero or purely imaginary, and the associated 
perturbation term in (10) grows exponentially with time. 

By substituting (7) into Eq. (11) and setting 

( 4 )116 (4 Z4,ii\ 2/8 r = (32 Z4g p, y2 = ;2/ (_w2
), (12) 
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TABLE I. 

f3 'Yo 

20 12.74 
10 7.23 

6 4.46 
4 3.13 
2 1.92 
1.8 1.81 
1.4 1.60 
1 1.39 
0.9 1.33 
0.7 1.16 

we obtain the dimensionless eigenvalue equation 

tP4>1 2 d4>1 ( EPB-2 h) 2 
dp2 + p do + (1 + p8)2 + p2 4>1 =Y 4>1' (13) 

where t= 7(32. 

We computed numerically the first eigenvalue Yo 

corresponding to (13) (the Appendix) for different (3(h) 
and we represent them in Table I. We have that 

r=...!.(i. Z4g)l/8 
Yo (32 

gives a measure of the lifetime of 4>0' 

( 14) 

It follows from Equation (13) that Yo«(3) =Yo(-(3). But 
r(Z,j3) and r(Z, -j3) have opposite behavior when Z and 
(3 change. In particular, for fixed 13, r(Z,j3) increases 
when I Z I increases, because the localized solution be
comes more extended. 

Since the dimension of Z depends on (3, it only makes 
sense to compare the time r for different (3, when 
(4Z4g/fF)l/B is given. The above quantity plays the role 
of "particle radius. " Thus we can say that r decreases 
when (3 increases, the solution 4>0 becoming more and 
more unstable. So the localized solutions are more 
stable when the scalar potential h/r2 is attractive 
(0 < It < f). The opposite behavior occurs when the 
scalar potential is repulsive (It < 0). 
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APPENDIX: FIRST EIGENVALUE FOR EO.(13) 

With the change 4>1 = p(B-2) /4 <fil we obtain the equa
tion 

(AI) 
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(a) (3 ? 2: For a localized perturbation <fil the boundary 
conditions are <fil(O)=C, d<fil(O)/dp=O and an exponential 
decay at infinity. In order to find the first eigenvalue 
y~, numerically, we integrate Eq. (AI) with the above 
conditions at p = 0 (by the linearity in <fil we can choose 
C = 1) for different y2. In general, we get, for p - 00, 

<fil - ± DO, which gives two types of behavior. If we re
present the solution as a point in the axis y2, the eigen
values of Eq. (AI) correspond to the values of y2 which 
separate the two kinds of behavior above. We recognize 
the first eigenvalue y~ because the solution CfJ1 is without 
nodes. 

(b) 1 < (3 < 2: In this case the boundary conditions at 
p=O are as before: CfJl(O)=I; dCfJl(O)/dp=O, but 
tPCfJl (0)/ dp2 = 00. Thus, to integrate numerically Eq. (AI) 
we cannot start at the origin. To avoid this problem, 
we use the following expansion of CfJl near p = 0: 

CfJ 1 -1 - tpB + [y2/(4 + (3)1 p2 -1 ... 

which is compatible with Eq. (AI) at p = O. Also we 
start the numerical integration at p = AP, where Ap 

is the interval of integration. with CfJI(tlp), 
dCfJl(AP)/do. and tPCfJl(Ap)/dp2 given by (A2). 

(A2) 

(c) {3 = 1: We do not have the singularity in the second 
derivative at p = 0, and the initial conditions are 

(d) 0<(3< 1: In this case we have CfJI(O) = 1, but 
dCfJI(O)/dp =tPCfJI(0)/dp2 =00. Thus we proceed as in (b), 
using the following expansion of CfJI near the origin: 

N 

CfJl -1 + L anpnB + f02 + "', 
n: 1 

with N such that N{3-2? O. The coefficients an.! are 
obtained as in (b) by substituting (A3) in (AI). For 
instance, when {3 > } we get a l = -~ a2 = ~o. , 
!=y2/(4+{3). 

(A3) 

For the numerical integration we used Hamming's 
predictor-corrector method of fourth order with an 
interval AP = O. 01. When {3 = 2, we obtained Yo = 1. 92, 
which is in agreement with the value obtained by Rosen. 
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The existence of stationary localized solutions for the Dirac field interacting with Maxwell and 
pseudoscaJar fields is studied. 

INTRODUCTION 

For nonlinear classical fields the stationary localized 
solutions are without radiation such that the physical 
quantities-energy, charge, spin and magnetic 
moment-associated with the field are finite, and they 
can be used as classical representations of extended 
particles. 

Since the work of Rosen, 1 several authors2
-

6 looking 
for localized solutions have considered the interaction 
of classical fields. We study in this paper the existence 
of stationary localized solutions for the Dirac field 
interacting with the electromagnetic field (Sec. I) and 
the pseudoscalar field (Sec. II). 

I. CLASSICAL DIRAC AND MAXWELL FIELDS 

The general Lagrangian is 

L = LD + L EM + Lr , 
LD = (i/2)CJ;y"c" 1 - G" 'Jjy",j!) - M-;j;Ij;, 

LEM =- t F"vF"v, 

LI = - eoIj)Y"~)A" - klj)a"v~!F "V' 

our notation will be 

g"" = (1, - 1, - 1, - 1), yO = (~ _01), 

Y' = (0 a") (a" the Pauli matrices), 
- a" 0 

1 
a"V = -2' [Y", /"'], 

1 

(1 ) 

(2) 

(3) 

(4) 

(5) 

(6) 

e is the electromagnetic constant, 0 is a parameter tak
ing the values 0 and 1, and k is the coupling constant 
for the Pauli term. 

We consider stationary localized solutions of the form 

(7) 

such that {lIJi=1,4 and A" are functions of class C2 (1R3) 
which are bounded. Also, {u J and the first derivatives 
of A" are quadratically integrable. 

The field equations are 

iy"i\<jJ -M<jJ+ Wy°<jJ - eoY"A,,<jJ -ka"vF"v</J= 0, 

AA" + eoIj)Y"<jJ - kOv(lj)a"v<jJ) = o. 
We consider the following cases: 

(A) 0 = 1 , k = 0, A" = (A 0, 0) 

(8a) 

(8b) 
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When (wi M)2 < 1, Wakan05 numerically, found 
spherically symmetric localized solutions with negative 
energy. In the general case it is possible to prove the 
nonexistence of localized solutions, when w ~ - M, by 
using a generalization of the pseudovirial theorem con
considered by Rosen3 in the case of time-independent 
solutions. In our situation the spinor field is time de
pendent but the Lagrangian is static, so we get the 
fo llowing global condition: 

{~~ (<jJ(Ax, tl, A" (Ax»t=1 = 0, (9) 

where 1(<jJ(x, t), A" (x)) = f L (Px. Eliminating all spatial 
derivatives of the fields which appear in (9), by evoking 
the field equations (8), we get an integral condition 
which must be satisfied by the localized solutions. That 
condition can be used in order to prove the nonexistence 
of localized solutions, to test the accuracy of the 
numerical localized solutions, and to find variational 
solutions. 7 

In the present case we get 

(10) 

where E is the electric field. Using the expression for 
<jJ(x) given in (7), we obtain 

J«(w - M)( 1 1<112 + 1 u212) + (w + IV1)( I [(31 2 + 1 u4 12) - E
2
/2) 

xrfx= o. 
Since M> 0, the integrand is definite negative if w,,:; - M. 
Thus (10) implies <jJ= 0 if w,,:; - M. 

Remark: The Dirac equation with an electrostatic 
potential Ao=q/y (q arbitrary) does not have localized 
solutions if (wi M)2 '" 1. In effect the global condition 
(9) for Eq. (8a) with A" = (ql r, 0) is f(W~I+J - MIj)Ij;)d3x = 0 
and so we have the above conclusion. 

(B) 0= 1, k= 0, A"= (O,A) 

Multiplying Eq. (8a) by J! and its adjoint equation by 
Y'<jJ and subtracting, we get 

2w(ijj<jJ) - 2MW<jJ) + io" (<J;+y"<jJ) = O. 

If <jJ is a localized solution, 

lim IxI3U~=0, 
lxl- ro 

then 

J(M<jJ+<jJ - wZ[;<jJ)d3x= 0 =><jJ= 0 (11) 

if (w/ M)2 ~ 1, so that there is no localized solution. 
This case has been treated numerically by Wakan05 

considering a multipole expansion of the fields. 

The pseudovirial theorem gives us the integral 

Copyright © 1977 American Institute of Physics 1343 



                                                                                                                                    

condition 
3 

J(WiV</J - M"0</J - H2/2 + L; (V' A")2}d3x = 0, 
~p::l 

where H is the magnetic field. Using (11) and since 
H2/2 < L;=1(V'A")2 we get 

w
2 -M~;:V</Jd3X< 0, 

W 

(12) 

so there is no localized solution if w> M. When W < - M, 
proving the nonexistence of localized solutions is equi
valent to proving that the Pauli equation in a magnetic 
field has no eigenvalues imbedded in the continuous part 
of the spectrum. In effect we can transform Eq. (8a), 
with k = 0, into an equation like the Klein-Gordon 
equation. 

~</J + (w2 - M2)</J + (e2 A~ - 2ewAo _ e2A2 

+ 2ieA • '7 + eia • E - e~ • H)</J = 0, (13) 

where a" = j"r", ~"= (00" o~), and E and H are the electric 
and magnetic fields. In the present case Ao = 0, E = 0, 
and since ~ is diagonal we get 

e2A2V" _ ~ V" - 2ieA ·V'V. + eO' ·HV. = (w2 - M2)V", (14) 

where VI = (UI) and V2= (U3). Thus we can regard V as an 
U2 U4 K 

eigenvector associated with the eigenvalue w2 
- M2 > ° of 

the Pauli equation in a magnetic field H. In this case the 
continuous part of the spectrum is [0,00)10 since H is a 
localized solution and then 

H(x)= 0 (lxI3/2+8) for a certain e. 
Ixl-oo 

So there are no localized solutions if there are no points 
of the discrete spectrum in the continuous spectrum in 
the Pauli equation. 

(C)6=0, 1<*0, AIl=(AO,O) 

In the same way as in (B) we again obtain Eq. (11). So 
in this case there are no localized solution if (w/ M)2 "" 1. 

From the pseudovirial theorem we obtain 

J(w(<j/</J) - M(IjjJ)) + E 2/2} d3x = ° 
and using relation (11), 

w
2 

~M2f</J+</Jd3X1~2 d3x=0, 

so there are no localized solutions if w> lvI. When 

(15) 

w < - M we find a semilocalized solution in which the 
electromagnetic and interaction energies are finite but 
not the spinorial energy. In fact, in the present case 
Eq. (8) admits stationary solutions which are separable 
in spherical coordinates 

The radial equations are 

1344 

j' +?:..j + (M - w)h + 2kA'j= 0, 
r 

h' + (M+ w)j - 2kA'h=0, 

A" + ?:..A' = 4k«(fh)' + 2fh/r}. 
r 
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(16) 

(17a) 

(17b) 

(17c) 

From (17c) we get A' = 4kfh and so we reduce system 
(17) to the equations 

2 
f' + -j + (M - w)h + 8k 2j 2h = ° 

r ' (18) 
h' + (M + w)j - 8/(2h2j= 0. 

Actually these radial equations correspond to a spinor 
field with a pseudoscalar coupling (ijjy 5</J)2, and every 
solution of (18) tends asymptotically to zero when 
w < - M. We can see this from the following phase 
space analysis of (18): These differential equations 
describe a nonconservative, one-dimensional motion, 
since "time" appears explicitly. The energy for the 
corresponding conservative motion [defined by Eqs. (18) 
after the l/r term has been deleted] is 

(19) 

For the nonconservative motion which corresponds to 
our actual problem, we have 

dK=2(M+w/
2 

_.!:.§.j 2h 2 

dr r r 
(20) 

so that if w < - M, then K> ° in the whole plane (j, lz), 
K = ° at the origin and dK/ dr < 0. Thus every regular 
solution of (18) for whichj(O)=O and h(O)*O goes to 
zero as r - 00. Its asymptotic behavior is 

(21) 

where {3I and (32 are constants. In this way we can see 
that A' -1/ y2 as y - 00 being finite everywhere. The 
electrostatic and interaction energies are finite since 
the energy momentum tensor is 

T",a = pOl P v + iF"vF"vg",a +~["iiiy"'aa</J + ljjya~"'J) 

and in our case we get 

E= JroOd3x= J W(j2 + h2)d3x+ J~A'2d3X - J /(A'fluh;. (23) 

The value of the two last integrals is 161Tl?2 fo~j21h,2dY, 
which is finite. 

(D) 6 = 0, /( * 0, A" = (0, A) 

In this case from the virial theorem we obtain the 
integral condition 

(24) 

so that when w"" - M there are no localized solutions. 
When w> - M the existence of those is an open question. 
In this case Eqs. (8) admit no stationary solutions which 
are separable in spherical coordinates. We have to 
make a multipole expansion and write down equations 
for each partial wave. It is, however, much simpler 
and equivalent to substitute a multipole approximation 
in the Lagrangian, integrate over the angles and make 
variations of the radial functions. Taking the first term 
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in the expansion of 1jJ and A, 

Ax = VCr) sine sincp, 
A, = - VCr) sine coscp, 
A =0 z 

(25) 

(A'" automatically satisfies the Lorentz condition a ... A'" 
= 0), and making the following changes in functions and 
variables 

(j,h)= 4~l (3M)1/2(F,Hl, V= 4~ V, 

r=pIM, A=wll'vl, 

we obtain the radial equations 

2 
F' + -F+ (1-A)H - W' + 2Vlp)H=0, 

p 

H' + (1 + A)F+ V' F= 0, 

V"+~V'- 2Z V=(HH' + FF' + pZlp). 
p p 

(26a) 

(26b) 

(26c) 

For the localized solutions the regularity at the origin 
implies F(O) = 0, V(O) = 0; and from (26c) we get 
H2 (0) = 6V' (0) + 2 Io F2 I pdp. So given A the localized 
solutions of (26) depend on two parameters H(O) and 
V'(O). Since the equations are invariant under the 
change (F, H, V) - (- F, - H, V), we only have to study 
the region of the plane (H(O), V'(O») for which H(O)? 0 
and V'(O)< ~H2(0). We numerically explored8 the above 
region and we did not find localized solutions. In par
ticular we always found that Vip - p_~17(17 > 0) and that 
F and H have an oscillatory behavior. The above com
putations have been made with A= O. 2, 0.5, 0.8. 

We can explain the nonexistence of localized solutions 
for (26) observing that (a) in these equations - V, is 
like an electrostatic potential which changes its sign at 
least one time for a localized solution [since V(O) = 0] 
so this potential is attractive in one region and repulsive 
in the other one. (b) From Eq. (26c) and using the 
Green function associated we get 

In this way if V is a localized solution V - d p2 (E:> 0) as 
p - <Xl, then F and H tend to the solution of the equations 

2 
F' + -F+ (1 -A)H= 0 p , 

(27) 

when p - 00, but (27) has only the trivial localized solu
tion F= H = O. In effect for these equations we have the 
following integral conditions: 

J~ ~1 _A)HZ + (1 +A)pZ - ~;p2J p2dp= 0, (28a) 

obtained by direct integration on (27) and 

.C[(1 + A)pZ + (A - l)HZ + 4£ pZ I p3]pZdp = 0 (28b) 

obtained by applying the pseudovirial theorem to the 
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Lagrangian 

L = ][(1 + A)pZ + (A - 1)H2 

FH 
+FH' -HF' -2- _2EpZlp3]p2dp 

p 

corresponding to (27). 
Thus from (28) we get 

Jo~[2(1 + A)pZ + 2£ p2 I p3]p2dp = 0, (28c) 

which implies F= 0 (H = 0) if 1\. = wi M? - 1. In this way 
only the trivial solution of (26) satisfies the above 
asymptotic behavior. 

Also we tried to find localized solutions for the equa
tions (26a), (26b) with V = EPI (f3 + p3) which could cor
respond to a localized solution of (26) (if E:> OJ, and we 
did not find them. In particular, we used the values 
(E,f3l=(10,2), (300, 16), (-40,2), (-300,16). For the 
first two values, the "electrostatic potential" V' is 
attractive near the origin and repulsive far away; for 
the last two values the opposite behavior occurs. V' 
changes sign at p = 1, 2. The parameters (E,,B) must 
satisfy E/ f3;> 1 - A/3, I E I I f3; 1 + i\., the condition re
quired by the relation 

J ~[H2(1 - 1\.) + pZ(l + A) + V, pZ - W' + ~ V)HZ]pZdp = 0 
n p 

obtained by integrating (26a) and (26b) 

In the general case we can expect the nonexistence of 
localized solutions for Eq. (8) because in this case the 
interaction term in the Dirac equation is given by a 
diagonal matrix '£" = (c:;' 0°") with the first derivatives of 
A; that is, like an electrostatic potential attractive and 
repulsive in different regions, and the repulsive effect 
cannot be compensed by the spinor field. 

II. CLASSICAL DIRAC AND PSEUDOSCALAR FIELDS 

A. Pseudoscalar coupling 

The Lagrangian is 

L=Lv+LKG+LI' 

L =£[i):y"il 1jJ-(a iT}Y"UI]-MiTzt 
v 2 " " , 

LKG =Ma,,¢(1"¢ - nz2¢2] + %¢1, 
LI =g([Y'J¢, 

where '1'= yylyy'. 
The field equations are 

iY"r,,1jJ -MJ+g¢y5J,=0, 

o/Jv¢+ m 2¢ _ CX¢3 _;;fy 5q;=0, 

(29) 

(30) 

(31 ) 

(32) 

(33a) 

(33b) 

and we look for stationary localized solutions as in Sec. 
1 where now ¢ = ¢(x) is a function of class C2 (IR3), 
bounded, quadratically integrable as are its first 
derivatives. 

Multiplying Eq. (32a) by 1jJ+ and its adjoint equation 
by yO~, and subtracting, we get 

2w('ijj1jJ) - 2M(i/i'1jJ) + ioK(<f;YIjJ) = 0 

and for localized solutions f(Al1jJ+1jJ - w'ijj<f;}d3x= 0 which 
implies 1jJ '" 0 if (wi M)Z "" 1 and there are no localized 
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solutions. The above result is independent of the pseudo
scalar self-coupling arp4. Thus the effect of this term in 
Eqs. (33) is weaker than a positive (;jljJ)2 self-interaction, 
tion, since in this case we have localized solutions. 9 

The pseudovirial term gives us the integral condition 

I(wW~') - JI;J(/jjljJ) + ~(V' rp)2 

(34) 

which makes no statement about the existence (or non
existence) of localized solutions when (w/ JI;J)2:> 1. In 
this case to prove the nonexistence of those solutions is 
equivalent to proving the nonexistence of eigenvalues in 
the continuous part of the spectrum for a certain opera
tor. In effect, as in Sec. I(B), we can reduce Eq. (33a) 
to an equation like the Klein-Gordon one. 

(35) 

and since yO~ is diagonal, the above equation is equiva
lent to two independent systems of equations. 

- ~VK + .trp2V K - EKg(Jo VrpVK = (w 2 - Jl;J2)VK (36) 

where 

Thus we can regard V
K 

as an eigenvector associated 
with the eigenvalue (w2 - Jl;J2) :> 0, corresponding to the 
operator T=P+ Q(x), 

p=-I::.., 

The continuous part of the spectrum of P is the semi
axis A? O. The largest and smallest eigenvalues of the 
matrix Q(x) are 

where J1=(V'rp.Vrp) 1/2. Suppose liml.I_~rp2=limJ1=0 
(condition satisfied if rp is a localized solution), then 
VI' v2 tend to zero for I x 1- 00 and the norm of the matrix 
Q(x) also tends to zero. Then by the theorems about 
differential operators on vector functions 10 we conclude 
that the continuous part of the spectrum of the above 
operator T coincides with the semiaxis A? O. 

Remark: If g= 0 and a> 0, Eq. (33b) has at least a 
countably infinite number of localized solutions as has 
been proved by Berger. 11 

B. Pseudovectorial coupling 

We have the same Lagrangian as before assuming that 
Ll has the form 

L 1 = igijjy~y54)il ~ rp 

and the field equations are 

iY~il~ljJ -JI;JljJ+ igy~y5il~rpljJ=0, 

ilvilvrp + m 2 rp - arp3 + igil jJ. (iiiY~ y5 l)J) = O. 

(37) 

(38a) 

(38b) 

From the pseudovirial theorem we get the integral 
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condition 

(39) 

which implies the nonexistence of localized solutions if 
w';-lHandasO. 

Equations (38) admit no stationary solutions which 
are separble in spherical coordinates, but as in Sec. 
I(D) we get for the lowest terms in the multipole 
expansion 

and making the following changes in functions and 
variables 

r=p/M, A=w/iH, v=m/lV1, 

The radial equations are 

2 2 
F' +-F+ (l-A)H -q,'H --q,H=O 

P p' 

H' + (1 + A)F+ q,' F - ~q,F= 0, 
p 

q," + ~q,' - ~q, - v2q, + ,6q,3 _ (HH' + FF' + ~ F2) = O. 
P ~ P 

(40) 

(41 ) 

(42a) 

(42b) 

(42c) 

Let us consider the case (3= O. For the lcoalized solu
tions the regularity at the origin implies F(O) '" 0, 
<P (0) = 0, and from (42c) with the help of the Green 
function we get 

So given A and v, the localized solutions of (42) depend 
on two parameters H(O) and q,'(O), and since the equa
tions are invariant under the change (F, H, q,) - (- F, 
- H, q,), we only have to study the region of the plane 
(H(O), q,'(0» for which H(Ob 0 and 4>(0)/ tH2(0). We 
explored numericallyB the above region and we did not 
find localized solutions. The above computations have 
been made with A = O. 2, O. 5, O. 8 and v = !II,/ III p' 11/ / Me 
(where III., Mp and ,He are the mass of the pion, proton, 
and electron respectively). 

We can explain the above result by observing that in 
Eqs. (42a), -q,' is like an electrostatic potential and 
- (2/ p)q, is like a scalar potential, and when {l - cO then 
q, - (A/ p)e-VP and the sum of both "potentials" is like 
repulsive electrostatic potential if q, > 0 (A> 0) and an 
attractive electrostatic potential in the other case. On 
the other hand, when there is only a scalar potential it 
has to be negative in some region in order to have 
localized solutions. Here the situation is analogous to 
Eqs. (26), because if q,'(O) > 0 then we have in (42a) and 
(42b) attractive electrostatic potential near the origin 
and a repulsive electrostatic potential far away. The 
scalar potential is attractive near the origin, but is 
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TABLE I. 

Fields* Interaction Term 

Localized solutions 

(W/M)2 < 1 

1/J, AO 

1/J, A 

1/J, AO 

1/J, A 

- e;j;yOifAo 

- e;j;yK1/JAK 

No if w~ -M (Viria!) 

No if w > M (Virial) 

Yes (numerically found 5) 

No (particular integral condition) 

No (particular integral condition) 

Virial theorem inconclusive but 
numerically: no 

- k-;j: (J /LV~'F /LV 

- kif (J ILV1/JF /LV 

No (Virial and numerically) 

No, if w ~ -111 (Viria!) 

Virial theorem inconclusive 

No, ifw~-lllandll''''O 
(Virial) 

No (particular integral condition) 

Virial theorem inconclusive but 
numerically: no 

*1/J: Spinor field 
AD: Electrostatic potential 

dominated far away. The scalar potential is attractive 
near the origin, but is dominated far away by the repul
sive electrostatic potential. The situation is the opposite 
when <1>'(0) < 0 (we are thinking in the simplest localized 
solution without nodes) so in both cases there is a re
pulsive region without compensation in order to have the 
localized solution. 

We also tried to find localized solutions for Eqs. 
(42a) and (42b), <I> being the lowest order solution of 
Eq. (42c) with /3> 0 and without the spino rial source, 
but we did not find them. 

For the general solution we have a situation as in 
I(D) because the interaction term in the Dirac equation 
is given by a diagonal matrix y5 y with the first deriva
tives of cp. That is like an electrostatic potential 
attractive and repulsive in different regions, and the 
repulsive effect cannot be compensed by the spinor field. 

111. CONCLUSIONS 

A summary of the results is given in Table 1. When 
(wi M)2 > 1, in some cases, proving the nonexistence 
of localized solutions is related to proving the non
existence of eigenvalues in the continuous part of the 
spectrum for a certain operator. 

It is interesting that in all the cases considered here, 
there are stationary localized solutions with positive 
energy, when (wi M? < 1, if the spinor field has a posi
tive ('iPq;)2 self-interaction. 6 9,12 
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A: Electromagnetic vector potential 
1>: Pseudoscalar field 
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Fredholm theory is applied to the Lippmann-Schwinger equation for noncentral potentials. For a 
specified wide class of potentials it is proved that the modified Fredholm determinant cannot vanish for 
real k*O. The point k = ° is examined and the analog of the distinction between zero-energy bound states 
and zero-energy resonances for central potentials is found. A generalized Levinson theorem is proved. 

1. INTRODUCTION AND SUMMARY 

Nonrelativistic scattering theory for noncentral local 
potentials is worked out in much less detail than for 
central potentials. This is regrettable, both from the 
point of view of principle and from that of physics. 
There are important mathematical issues that we cannot 
really understand unless we know if they are special 
to the central case. As a matter of physical application, 
the scattering of large molecules and heavy nuclei is 
often approximated by a description in terms of local 
noncentral potentials. There is therefore good reason 
to study the scattering by such potentials in as much 
detail, if possible, as that by central ones. 

Apart from the proof of the generalized Levinson 
theorem itself, there are two principal new results of 
this paper. The first is the discovery of the exact 
analog, in the case of noncentral potentials, of the well
known distinction between s-wave zero-energy reso
nances and the zero- energy bound states of higher angu
lar momenta in the case of central potentials. In view 
of the role played by the zero-energy resonances in 
producing the Efimov effect in three-particle systems, 
this may turn out to be of more than passing interest. 
The second is a proof of the absence of real singular 
points k *" ° at which the modified Fredholm determinant 
vanishes for potentials in the class defined by (2.1). 

This paper approaches the subject from a time-inde
pendent point of view, in the coordinate representation. 
The primary tool used will be the modified form of the 
theory of Fredholm equations for L 2 kernels, The use of 
this method in scattering theory was initiated by Jost 
and Pais. 1 Simon2 attacked the same general problem 
with more powerful tools. The results of the present 
paper touch on his but go beyond them in certain direc
tions. Specific generalizations of Levinson's theorem 
were recently given by Dreyfus3 and by Osborn and 
Bolle. 4 

The restriction we impose on the potential, given by 
(2.1), is more severe than that of Simon,2 who usually 
uses the intersection of L1 with the Rollnik class (2.3). 
I found (2.1) very convenient for some specific purposes 
that will be noted. 

In Sec. 2 the Lippmann-Schwinger equation is dis
cussed. It mainly establishes the setting and notation; 
the methods and results are standard. Section 3 estab
lishes the connection between the bound states of nega
tive energy and the zeros of the modified Fredholm 
determinant D of the Lippmann-Schwinger equation, 
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including the connections between the multiplicity of a 
zero and the degeneracy of the corresponding bound 
state. 

In Sec. 4 we discuss the exceptional points on the 
real axis, not at the origin. These are points at which 
D vanishes. We distinguish between exceptional pOints 
of the first and second kind. The first are positive
energy bound states, and they are shown to have no ef
fect on the scattering cross section. They are known 
not to exist for potentials in the class (2.1). The second 
produce an infinite cross section and a divergence of 
the canonical completeness relation. It is proved that 
for potentials in the class (2,1) such points cannot exist. 
This implies that the Singular continuous spectrum of 
the Hamiltonian is empty and we have "strong asymptot
ic completeness." 

Section 5 deals with the point k = 0, if it is excep
tional. We show that three, and only three, cases are 
possible: In the first, the origin is an exceptional point 
of the first kind and there exists an n-fold degenerate 
bound state. In that case D goes exactly as k 2n, and the 
scattering cross section is finite at k = O. In the second 
case k == ° is an exceptional point of the second kind, 
and there exists a "half-bound" state, but no bound 
states. In that case D is shown to go to zero exactly 
linearly at k = 0, and the cross section tends to infinity. 
The third case is a combination of the first two: D goes 
exactly like k2n+l, and the cross section tends to infinity. 
We thus have the precise analog of the situation in the 
central case, 

In Sec. 6 the Fredholm determinant of the S matrix 
is defined, shown to exist, and expressed in terms of 
D. If there is a half-bound state at k = 0, detS is shown 
to have the value - 1 there. Otherwise it has the value 
+ 1 at k = 0. Eigenphase shifts and their sum <5 are intro
duced and the latter is expressed in terms of the phase 
of D. 'The connection with the known facts in the central 
case is also established. 

Section 7 contains the proof of the generalized 
Levinson theorem on the basis of the properties of D 
established earlier. The method is the Same as in the 
central case for one angular momentum, and the result 
is analogous, except that Ii now generally tends to in
finity as k - "0. Again, an extra h appears if there is 
a zero-energy half-bound state, 

There are four appendices that provide mathematical 
details. 
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2. THE INTEGRAL EQUATION AND THE S MATRIX 

We shall assume that the potential is real and that 
there exist constants5 a> 0 and C < 00 such that for 
all y 

f(dX) \ V(X) \2 + j(dX) I V(X) I (IX\:~y~~a) 2",C. 

It follows that VEL I (R 3)(iL 2(R 3
), that for all y 

j (dx) 1 V(x)I/lx- Y 12 < C/a2 < 00, 

and that V is in the Rollnik class 

j (dX)(dy) I V(x) V(Y)I/Ix- yl2 < 00. 

(2.1) 

(2.2) 

(2.3) 

For example, if there exist 0 < a < 00, C < 00, and E> 0 
such that 

IV(x)I<C(a+lxlr3
-', (2.4) 

then (201) holds. 

Our starting point is the Lippmann-Schwinger 
equation6 

¢(k, x) = exp(ik' x) + J (dy) G(k;x, y) V(y) ¢(k, y), (2.5) 

where 

G(f?;x, y) =- exp(ik Ix- y 1/41T Ix- y I. (2.6) 

In the usual manner, we multiply (2. 5) by I V II / 2 and 
define <p(k,x) = I V(X)II/2¢(k,X), so that <p(k,x) is subject 
to the equation 

<p(k,X)= <Po(k,x)+ j(dy)K(k;X,y) <p(k,y), (2.7) 

in which 

<Po(k, x) = I V(x) 11/2 exp(ik 'x), 

and the kernel is given by 

K(k;x,y)= I V(X)II/2G(k;x,y) VI/2(y)0 

We have written here as a shorthand 

VI /2 (x) = V(x)/ I V(x)! 1/2. 

(2.8) 

It is well known that if V is in the Rollnik class (2. 3), 
then for each f? in the open upper half of the complex 
plane, or on the real axis, Imk? 0, K(k;x, y) is the 
kernel of a Hilbert-Schmidt operator 1(, and7,8 

lim trK2 = lim tr(KKt)2 = 0 (2.9) 
iki- '" iki- '" 

for all Imk?- O. In the same region we have 

lim trK3= O. 
iki- '" 

This is shown in Appendix D. 

(2.9') 

It follows that modified Fredholm theoryS is applica
ble to (2.7). The modified Fredholm determinant lO is 
well defined for each k, Imk? 0: 

D(k) = det2 (1 - >.K) I A~I 
as an absolutely convergent power series in A, for A = 1. 
Furthermore, for Imk?- 0 

lim D(k) = 1 (2.10) 
ikl- '" 

because of (2.9) and (20 9') (see Appendix D). 

1349 J. Math. Phys., Vol. 18, No.7, July 1977 

The kernel K (k ;x, y) defines an analytic, operator
valued function of lz, regular in the open upper half
plane. Since 

dK dKt 1 (f ) 2 
tr dk dk '" (41T)2 (dx) I V(x) I < 00 

if V ELl, each term in the power series of det2(1- AK) 
is an analytic func tion of k, and henc e D (k) is an analytic 
function of ll, regular in the open upper half-plane. Its 
boundary values on the real axis are continuous o (If V 
decreases exponentially, then D has an analytic continu
ation to Imk < 00 ) 

The form (2.6) of G shows explicitly that for real II 
G*(k;x, y) = G(- l~.;x, y). Therefore, 

(2.11) 

for real k. 

The Fredholm alternative assures us that if for II =ko 

D(ko) = 0, 

then the homogeneous form of (20 7) 

<p(x) ~ I (dy)K(ko;x, y) <p(y) (2.13) 

has a solution <p E L2. In that case (207) has a solution 
in L2 if and only if <Po (which, for real k, is in L2 if V 
is in Ll) is orthogonal to all solutions <p' of the equation 

Kt<p' = <p'. 

This condition reads explicitlyl1 

I (dx) exp(ikok "x) I V(x) 11/2 <p(x) = o. 
Only for directions fi for which (2.14) holds, has (2.7) 
a solution <p(ki;,X)EL2

0 We shall call points ko with 
Imko?- 0 for which (20 12) holds exceptional points. 

For real values of k that are not exceptional, (2.7) 
has a unique solution <p(k, x) E L2. Because of (2.2) it 
follows that 4J(k, x), defined by 

4'(k, x) = exp(ik' x) + I (dy) G(lz;x, y) V1!2(y) <p(k, y) 

exists pointwise for all x, is continuous in k, and satis
fies (2. 5) as well as, at least in a generalized sense, 
the Schrodinger equation 

[- A+ Vli/! = k 2ifl. 

Its asymptotic form for large I x I is 

~J(k, xl = exp(ik 'x) + (exp(ik ixl)/ Ixl) T(X, k) + o( Ix I-I), 

(20 15) 

where, with k' =kk and !,(x) = V(x)/I V(x) I, 

T(k ;i;' ,k) = - 4~ f(r/x) exp(- ik' • x) V(x) i,b(k, x) 

= - 4~ f(dX) <Pti(k', x) I'(X) <p(k, xL (2 0 16) 

Thus the scattering amplitude, or T ~atrix,~ T(k ;lz', k) 
is well-defined and continuous for all k and k' for each 
real nonexceptional value of k 0 

The differential scattering cross section is given by 

da (k'k' k)= IT(k'k' k)12 dO. ,', , , (2.17) 
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and is thus well defined too and finite for each non
exceptional real k and all k and 12'. 

The S matrix is defined in terms of the scattering 
operator so that for all f in L 2 and almost all k 

(Sf)(k) = J dk' S(k;k, k')f(kk'), 

and it is expressed in terms of T as12 

S(k;k, k') = o(k, k') + (z'k/21T) T(k ;k, k'). 

(2.18) 

(2.19) 

If the potential is both in L1 and in the Rollnik class 
(203), then the scattering operator is known to be 
unitary" 13 We may write this statement in the form that 
for all fecc L2 

J (dk) I f(k) 12 cc Jo
oo 

dkk 2 Idk IJ tik' S(k;k,k')f(ll;k') 12 

=J~oo dH2 Idfj Jdk'S*(k;k',k)f(k;k')i2, 

(2.20) 

and it implies that the S matrix is unitary for almost 
allll. Consequently, T must obey the generalized opti
cal theorem for almost all h: 

T(ll;k',~)- T*(/?;k,k') 

,,(ill/21T) I dkJ/l'(f?;F;', li") T*(/l;k, 12") 

·c (iJ,/27Tljdk I T*(I?;k",k') T(Il;k",k). (2.21) 

Continuity implies that these equations must hold for 
all real nonexceptional values of "'. 

3. NEGATlVE·ENERGY BOUND STATES 

For 1m'" . 0 the operator GV is Hilbert-Schmidt 
(because VeL 2). Hence, if I?o with Iml~o > 0 is an ex
ceptional point (2.12), then there exists a nontrivial 
solution 1'tC. L 2 of the equation 

(3.1) 

Thus k~ is an eigenvalue, or bound state. It follows that 
"0 must lie on the imaginary axis. 

Conversely, if I?~ '·0 is an eigenvalue of H ~c - ~ + V, 
then each eigenfunction Ij) must satisfy the homogeneous 
form (3. 1) of (2. 5), It follows that D(ko) = O. Thus there 
is a one-to-one correspondence between the negative
energy bound states and the zeros of V in the upper 
half - plane. 

The multiplicity of the zero of V(Il) at Il = Ilo, Imko ' 0, 
equals the degeneracy of the eigenvalue k~. This is 
shown as follows 1!: 

Ii d , 
~ik In detz (1 - K) = dll In detz (1 - (; V) 

·.cc- tr [(1- GV)-t ~~ VGvJ =2ktrQ(GV)2, 

where 

I) = (1 - G V)-1G = (k 2 - Ho - vt1 

is the resolvent of H C~ Ho + V and all differentiations are 
justified by the absolute convergence of the series and 
integrals. Now let D(k) have a zero of order p at k = ko, 
and let P be the projection onto the n-dimensional 
eigenspace of H at k~, so that G VP = P. Then 
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p= lim (k-ko) :k InD(k)=trP(GV)2=trP=n 
k- kO 

because ej, as the resolvent of the self-adjoint operator 
H, has a simple pole at k2 = k5 whose residue is Po 

4. REAL EXCEPTIONAL ko *- 0 

Suppose that ko *- 0, with Imko = 0, is an exceptional 
point (2.12). Then (2.13) has a nontrivial solution cp E: L 2 

of the form <P= I VIl/21j;, where l/! obeys Eq. (3.1) point
wise for all x. On the assumption that V satisfies (2.1), 
the asymptotic form of ~, for large I x I is 

~I(X) = - (exp(il?o 1 x 1)/417 I x I) J (dy) exp(- il?ry:e • y) V(y) l/!(y) 

+ heX), (4.1) 

where h(x),,=- L2(R3), as is shown in Appendix A. There
fore, l/!(x) is normalizable if and only if for almost all 
directions n 

J (dy) exp(ikon • y) V(y) ~)(y) == O. (4.2) 

We shall call a real exceptional point ko for which a 
nontrivial solution of (3.1) exists such that (4.2) holds 
for almost all n an exce/)tional point of the first kind. 
If a solution of (3.1) exists for which (4.2) fails for a 
set of directions Ii of positive Lebesgue measure, we 
caU/?o an exceptional point of the second kind. 15 We see 
that if I~o *- 0 is a real exceptional point of the first kind, 
then Il~ is a positive-energy bound state. 

Conversely, if 115 '·0 is an eigenvalue, then (3.1) must 
have a nontrivial solution and (2.12) must hold, as well 
as (4.2). Hence k5 is a positive-energy bound state if 
and only if "'0 is an exceptional point of the first kind. 

Now note that (4.2) is identical with (2.14). There
fore, if the exceptional point is a bound state then (2.5) 
still has a well-defined solution for almost all k. Of 
course, this solution is not unique since it may be 
augmented by any multiple of a solution of (3.1). How
ever, if the solution of (2.5) is inserted in (2.16) for 
the calculation of the scattering amplitude, then (4.2) 
assures that the ambiguity of <)i(k, x) causes an ambiguity 
in T in almost no direction. We are therefore free to 
define T continuously even at k = "'0. 

lt was proved by Kato16 that potentials in the class 
(2.4) produce no positive energy bound states. Hence, 
if there are real exceptional points ko *- 0, then they 
must be of the second kind. 

Suppose now that ko *- 0 is a real exceptional point of 
the second kind, so that there are solutions of (3. 1) 
that violate (4.2) for all directions n in a set n of posi
tive Lebesgue meaSure. Then, for all k EO. n, (2. 5) has 
no solution, and the scattering amplitude for those val
ues of Ii does not exist. Let us now fix ko at an excep
tional value and, for real A, consider the equation 

(4.3) 

which goes over into (2.7) as A -1. The function <Po 
depends on ii, and we fix it at a value for which cp = cpH) 

does not exist. (Since ko is an exceptional point of the 
secon,? kind, there exists a set of positive measure of 
such k.) We have 

cp(),) = (1- AKtl<pO. (4.4) 
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Because K is compact, the resolvent (1- >Jq-l is a 
meromorphic function of A with a pole of finite order 
at A = 1. Let the pole of (1 - AKt\Po be of order N. 
Then 

(4.5) 

exists, fails to vanish for almost all x, and satisfies 
the homogeneous equation 

Krp = rp. 

There must exist a set of directions n of positive mea
sure such that for all Ii E n 

where 

rp'= rp*v 

satisfies 

Ktrp' = rp'. 

(4.6) 

Since rp is of the form I Vll/2~, where ~ satisfies (3.1), 
(4.6) means that 

j (dx) exp(ikon' x) V(x) ~(x) '* 0 (4.7) 

for all nE n. 
We now form the T matrix T(~) out of rp(~)= I VI1/2~(~) 

as in (2.16). It satisfies the optical theorem (2.21) 
with k' =k for all H 1. Multiplying (2.21) by (A_1)2N 
and letting A - 1, we obtain 

jdk"IT(ko;k",k)12=0, (4.8) 

where 

T(ko;ii",k) = lim(A-1)NT(~)(ko;k",k) 
~~1 

= - (l/47T) j (dx) exp(- ikok' 'x) V(x) ~(x). 

(4.9) 

Equation (4.8) contradicts (4.7). Consequently, our 
supposition that ko is an exceptional pOint of the second 
kind is false. We have thus proved the following: 

Theorem 17a: If the potential satisfies (2.1), then the 
set of real exceptional points of the second kind contains 
at most the point k = O. 

Together with Kato's proof of the absence of positive
energy bound states, this leads to the 

Corollary: For potentials that satisfy (2.4), D(k),* 0 
for all real k '* O. 

Let us make a connection between the exceptional 
points k o'* 0 on the real axis, and the structure of the 
spectrum of Ho We expect the set of solutions ~(k, x) 
of (2. 5) and of the bound states ~n(x) to be complete in 
the sense that for every fE L2 

J dxlf{t-) 12 =01 a n l2 + j (dk) 11(k) 12, (4.10) 

where 

an = j (dx) ~: (x) f(x) , J (k) = J (dx) ~* (k, x) f(x). 

However, if there are real exceptional points k o'* 0 of 
the second kind, then this cannot be true, as ~(k, x) is 
of the form 
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~(k, x) = \b(k, x)/D(k) 

and D(k) tends to zero at least as (k - k o) for k - k o• 17b 
Thus the integral on the right-hand side of (4.10) will 
diverge at k=ko, at least for some functionsfEL2. 
The set of real exceptional points k o'* 0 of the second 
kind therefore presumably constitutes the Singular con
tinuous spectrum of H. This presumption is strength
ened by Simon's proof18 that the singular spectrum is 
part of the exceptional set, and by its incompatibility 
with the unitarity of the S matrix. 19 If the exceptional 
set is countable, then the Singular spectrum is known 
to be empty. 20 Analytic properties of the potential also 
have been proved to be sufficient to rule out a singular 
spectrum. 21 

In view of ReL 2, p. 117, the above corollary implies 
that for potentials in the class (204), the singular con
tinuous spectrum is empty. We also note that it implies 
strong asymptotic completeness in Simon's terminol
ogyo 22 These conclusions for potentials in the class 
(2.4) are not new. 23 

5. THE POINT k = 0 

Let us write 

G = Go + G' = Go + ikG1 + G" = Go + ikG1 + k 2G2 + G HI
, 

where 

Go (x, Y) = - (1/47T)(1/ I x- y I), 
G1(x,y)=-1/47T, 

G2(x,Y)= Ix-YI/87T, 

and one readily finds that for Imk ~ 0 

I G'(k;x,Y) I ~ C Ik 1/1 + Ik Ilx- YI, 

I Gil (k ;x, y) I ~ C I k 121 x- y 1/ (1 + I k II x - y I), 

I G"'(k ;x, y) I ~ C I k 13 1 x- y 12/ (1 + I k II x - y I) 

(5.1) 

(5.2) 

(5.3) 

(5.4) 

(5.5) 

(5.5') 

(5.5") 

for some constant C. Because - Go is the kernel of a 
positive semidefinite operator, we may define 

(5.6) 

as positive semidefinite, and 

B=A-1GVA. (5.7) 

Corresponding to (5.1), we then have 

B = Bo + B R, (5. 8) 

where 

BO=-AVA=B~ (5.9) 

and 

BR=ikBl+Rt=ikBt+k2B2+R2. (5.10) 

If V satisfies (2.3), then Bo is Hilbert-Schmidt. 

Note that since the power-series expansion of 
det2 (1 - K) contains K only in the form of trK", 
n=2,···, we have 

D(O) = det2(1 - Ko) = det2(1 - Bo). (5.11) 

Assume now that k = 0 is an exceptional point, 
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D(O) = O. (5.12) 

Then there exist functions X EO L 2 and cp EO L 2 such that 

(5.13) 

(5.13') 

To every solution X EO L2 of (5.13') there corresponds a 
solution 

cp= I Vll/2(_ Go)1/2X 

of (5.13), and 

(cp, cp) = (X, (- GO)1 /21 V I (- Go)! /2X) < oc 

(5.14) 

because trGo I VI Go I VI <c. 00. Conversely, to every solu
tion cp E: L2 of (5.13) there corresponds a solution 

x= (- Go)I!2V1!2cp (5.14') 

of (5.13'), and 

(X, X) = - (cp, VI/ 2GO VI /2cp) < 00. 

We define IjJ=GoVl/2cp=- (- Go)I/2X, or, explicitly, 

ljJ(x) = j(dy) Go (x, y)Vl/2(y) CP(Y), (5.15) 

which means that 

ljJ(x) = j (ely) Go (x, y) V(y) l]J(y). (5.16) 

As before, it follows from the fact that cp E L 2 and the 
assumptions (2.2) and V E: Ll that iJ!(x) is well-defined 
pointwise for every x and satisfies the differential 
equation 

(5.17) 

at least in a generalized sense. FUrthermore, it has 
the asymptotic form 

<P(x) = - (1/47T 1 X I) j (dy) V(y) ljJ(y) + h(x), (5.18) 

where Iz E: L2(R3), because of assumption (2.1). (See 
Appendix A. ) 

Consequently, ljJ(x) is in L2 if and only if 

I (dx) V(x) <P(x) = o. (5.19) 

We shall refer to a function iJ! that satisfies (5.16) but 
not (5.19) as a half-bound state. If such a IjJ eXists, 
k =0 is an exceptional point of the second kind. 

Suppose there are two linearly independent half-
bound states at l? = O. Then one can always form a linear 
combination that satisfies (5.19) and hence is a bound 
state. If there are n linearly independent solutions of 
(5.16), we can therefore assume without loss of gen
erality that they have been so arranged that at most one 
of them violates (5. 19). They can also be assumed to 
be real functions. 

Thus, if 1 is an eigenvalue of Ko and Bo then there are 
the following three possibilities: 

(1) (5.13') has n? 1 linearly independent solutions 
Xm, JJ/ = 1, ... ,n, and all of the corresponding functions 
<Pm=AXm obey (5.19). Then 1 is an n-fold degenerate 
eigenvalue of Go V and k = 0 is an exceptional point of 
the first kind. Because Bo is compact, n is necessarily 
finite. 

(2) (50 13') has exactly one nontrivial solution X and for 
the corresponding function I/i=Ax, (5,19) does not hold. 
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Then 1 is not an eigenvalue of Go V, I/i is a half-bound 
state, and l? = 0 is an exceptional point of the second 
kind. 

(3) (5.13') has n + 1 .~ l1inearly independent solutions 
Xm , 111 = 1, ... , n + 1, such that the functions IjJm, 
m :=: 1, ... ,n, that correspond to the first n X's obey 
(5 0 19), whereas I/in+1> corresponding to Xn+1> does not, 
Then 1 is an n-fold degenerate eigenvalue of Go V and, 
in addition, there is a half- bound state. Now k:=: 0 is an 
exceptional point of the first and second kind. We may 
assume that the n solutions Xm , m = 1, ... ,11, of (5. 13 ') 
are mutually orthogonal and normalized to unity. But 
we cannot necessarily expect them to be orthogonal 

to Xn+l' 

Let P be the orthogonal projection on the eigenspace 
of Bo at the eigenvalue 1, and Q "= 1- P, so that BoP= P 

and det2 (1- BoQ) '* O. Because Bo is self-adjoint, it com
mutes with P, [P,Bol=O. Now 

(1 - B) = 1 - BoP - BoQ - B R 

= (1 - BoQ) {1- [1- (1 - BoQtlB Rl-1p} 

and 
X [1- (1 - BoQtlB R], 

D(k) = det2(1- BoQ) exp(tr(P + B R)) det[l- (1 - BoQ)"IB Rl 

xdet{l - [1 - (1 - BoQ)"IB Rl-1 p}, 

The first factor on the right is real and different from 
zero. The second approaches exp(trP) as II - 0 because 
(5. 5) shows that 

(5,21) 

if V ELI, Because the same hypothesis and (505) leads 
to 

the third factor tends to unity. The last factor equals 

det{ }=detp{1-[l-(1-BoQtlBR1-l} 

=detp{B R[I-(I- BoQ)"IBR1-1}, 

where24 detp denotes the (finite-dimensional) deter
minant on the range of Po Because of (5.22), the be
havior of D(l?) near k = 0 is therefore determined by 
detpB Ro We must now examine the three possibilities 
denumerated above, Let us first examine 

en se 2: In this case the range of P is one dimensional, 
and (5.19) does not hold. Then 

detpB R = ih(X, B 1X) + o (ll2) 

= - ik(VIjJ, G1 VIjJ) + o (l?2) (5.23) 

because (5.13') implies that if; = - AX and X:=:A VIjJ. That 
the remainder is O(l?2) is shown in Appendix B. Equa
tion (5.3) and the violation of (5.19) therefore show that 

D(k) =ikc +o(l?), (5.24) 

where c is real and c '* O. 

By the same arguments given in Sec. 4 for real ex
ceptional points k Q ,* 0 of the second kind, it follows 
from the violation of (5.19) that (2.5) for k = 0 has no 
solution and that the scattering cross section is infinite 
at k = O. 
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Case 1: If (5.19) holds, then Bl contributes nothing to 
detp BRand the leading term comes from B2: 

detpBR=detp(k2B2) + .. '=k2'detp B2 +o(k2.). (5.25) 

That the remainder is o(k2
.) follows from (2.1), (5.18), 

and (5.5") as is shown in Appendix B. We now make 
use of the fact that A _2 = v 2 and therefore 

A-2G2 = - Go. 

Consequently 

(Xm, B2Xm') = (1/Jm, A -2G2 V1/Jm') = - (1/Jm, Go V1/Jm') 

= - (1/Jm, 1/Jm')" 

and hence 

detp B R = (- 1)' det (1/Jm' 1/Jm') * O. 

As a result 

D(k) =k2·c +o(k2n), 

where c is real and c * O. 

(5,26) 

By the same arguments given in Sec. 4 for real ex
ceptional points ko * 0 of the first kind, (2.5) for k = 0 
now has a well-defined solution and the scattering cross 
section is finite. 

Case 3: If 1/Jm, m = 1, •.. ,n, satisfy (5. 19) but 1/Jn+l does 
not and if Xm, m = 1, ... ,n + 1, are the corresponding 
solutions of (5.13'), then 

= 0, otherwise, 

and 

We use these vectors to evaluate the determinant, even 
though X.+l is not necessarily orthogonal to Xm' 
m = 1, ... , n. 25 As a result26 

D(k)=const detp(ikBI +k2B2 +R2) 

= ik2n+lc + 0 (k2n+l) (5.27) 

where c is real and c * O. Again it follows that the scat
tering cross section at k = 0 is infinite. 

We may also examine the behavior of the solution 
1/J(k, x) of (2. 5) near k = O. As we have already seen, in 
case 1 the function remains well defined and finite at 
k = 0 because of (5.19). It is shown in Appendix C that 
in Cases 2 and 3, that is, whenever there is a half
bound state at k = 0, 

lim D(k) 1/J(k, x) = ~(O, x) 
k-O 

(5.28) 

exists in the sense that I V(x) 11 /2 ~(O, x) exists almost 
everywhere as a function in L2 with positive norm. 

The spectral expansion of the resolvent (k2 - H)-I is 
given by 

g(k;x, y) = (21T)"3 /<dk') p(k';l~l/!:,~k" y) 

(5.29) 
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for Imk > O. If k = 0 is an exceptional point of the second 
kind, i. e., if there is a half- bound state (as well as 
possibly being exceptional of the first kind, so that 
there are also k = 0 bound states), then it follows from 
(5.28) that the Green's function (5.29) diverges as k-1 

near k=O. 

We note that these results are exactly analogous to 
the well-known situation for central potentials. In that 
case (5. 19) is trivially satisfied whenever 1/J is a wave
function of angUlar momentum l > O. It is less easy to 
see from the three-dimensional point of view why (5.19) 
is never true when 1/J has angular momentum l = O. 

There is one important property of central potentials 
that has not been generalized: If 1/J is the first "bound 
state," then (5.19) does not hold. In other words, the 
following proposition is valid for central potentials with 
finite first and second absolute moments: If zero is an 
exceptional point and there are no negative eigenvalues, 
then (5.19) does not hold. I have not succeeded in prov
ing this proposition for noncentral potentials and do not 
know if it is generally valid. 

6. THE DETERMINANT OF THE S MATRIX 

At a fixed value of k, the S matrix may be regarded 
as an integral operator on the unit sphere, and its 
kernel is given in (2. 19). It is unitary. Since Twas 
shown in Secs. 2 and 4 to be well defined and finite 
for all k and k' for each k > 0, it is the kernel of a 
trace-class operator for each k> 0, The Fredholm de
terminant of the S matrix is therefore well defined: 

detS=det[1 + (ik/21T) Tl. (6.1) 

We now calculate27,28 

D*(k)=det2(1- CtV) 

=det2{(1- GV)[I-(I- GVrl(Gt - G) Vl} 

=det2(1- GV){exp[21Ti trV6(k2 - Ho)]} 

xdet{l- (1 - CV)-121Ti6(k2 - Ho) V}, (6.2) 

where 6(k2 
- Ho) is the operator whose kernel is 

6(X, y) = tk(21T)-3 J dk' exp(ik k" (x- y). 

Then (1 - GV)"16(k2 - Ho) V has the kernel - k/v!(x, y)/ 
(21T)2 where 

M(x, y) = - (1/ 41T) J dk '1/J(kk', x) exp (- iMi' • y) V(y). 

Because one readily sees that 

trM'= trTn, 

where the trace on the right is over the unit sphere, it 
follows that 

det{l- 21Ti(l- GV)-16(k2 - Ho) V}=det[1 + (ik/21T)Tl =detS. 

(6.3) 

Furthermore, 

trVo(k2 - Ho) =k(21Tr2 J (dx) V(x) 

and (6.2) and (6.3) yield29 

detS(k)=exp[-(ik/21T)j(dx)vl D*(k)/D(k). (6.4) 

For large k the dominant term in T is 
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T(k ;k', k) = - (1/4rr) j (dx) VeX) exp(ik (k - k') • x +0 (1), 

and therefore the behavior of detS is as 

IndetS = - (ik/2rr) j (dx) Vex) + 0(1). 

In view of (2. 10) the exponential factor in (6,4) is thus 
needed to give the right- hand side the correct behavior 
for large k. 

If k = 0 is exceptional, then the results of Sec. 5, to
gether with (6.4), show directly that if there is a half
bound state, then 

detS(O) == - 1, (6.5) 

whereas otherwise 

detS(O) == 1, (6.5') 

Note that it follows from the fact that D(O) is real [be
cause of (2,11)] that (6.5') holds also whenever k == 0 
is not exceptionaL 

Because S is unitary, we may define, mod7T, a real 
number 15 by 

detS = exp(2il5). (6.6) 

T being compact, its spectrum consists of a denumera
ble set of point eigenvalues only, and the eigenvalues 
of S may be written in the form exp(2ion), n == 1, •.. ,00. 
They accumulate at 1; hence the on may be defined so 
that they accumulate at zero. These are the eigenphase 
shifts. We then have 

~ 

0= 2:; 0n(mod7T), 
",,1 

The result (6.4) implies that we may define 

o(k) = - (k/47T) J (dX) Vex) - 1)(k), 

where 

1)(k) = argD(k). 

(6.7) 

(6.8) 

It follows from (6. 5') that, unless there is a zero
energy half-bound state, o(O)==m7T, where m is an 
integer. If there is a half-bound state, then (6.5) shows 
that 0(0) = (m + ~)7T. The significance of these integers 
is the subject of the generalized Levinson theorem. 

We note that if V is central, the eigenphase shifts 
become the ordinary phase shifts 15" and an eigenvalue 
of angular momentum l has a (2l + I)-fold degeneracy. 
Hence 

~ 

15== 2:; (2l + 1) 0,. 
o 

(6.9) 

The relation between D(k) and the Jost function is such 
that30 

1) = - 2:; (2l + l){o, + k-1 r dr V(r)[u, (kr)]2} 
I 0 

=- o-(k/47T)j (dx) V(ixi), 

which is identical with (6. 8). 

7. THE GENERALIZED LEVINSON THEOREM 

The generalized Levinson theorem is now proved by 
the same method as in the central case. 31 The function 
D(k) is analytic in the upper half-plane, continuous on 
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the real aXis, and it satisfies (2.10) as well as (2.11). 
It has no zeros on the real axis, except possibly at 
k == 0, The zeros of D(k) in Imk> 0 are the bound states, 
and their multiplicity equals the degeneracy. We may 
therefore proceed in the standard method by evaluating 
the contour integral 

(1/27Ti)jc dlnD(k)==n 

over a contour C along the real axis from - R to + R, 
avoiding the origin by a small semicircle of radius E 

in the upper half-plane, and closing it in the upper half
plane by a large semicircle of radius R. Then n is the 
number of bound states, counted m times if m-fold 
degenerate. Evaluation of the integral in the limit as 
E - 0 and R - 00 gives 

1)(0) - 1)(00) = - 7T(n + ~q) 

if we define 1)(- k) = - 1)(k), as we may because of (2,11). 
Here n is the number of bound states, including those 
at k == 0, and q = 1 if there is a half-bound state at k = 0; 
otherwise q = O. Again, each bound state is counted as 
many times as it is degenerate. 

The generalized Levinson theorem thus reads as 
follows 32

: 

0(0) -lim [o(k) + (k/4rr) j (dx) vl = 7T(n + ~q). (7.1) 
k- ~ 

At the end of Sec. 6 we observed that there exists 
an integer m such that 

0(0) = 7T(m + ~q). (7.2) 

Comparison with (7.1) now allows us to conclude that 
there must exist an integer p such that 

lim [o(k) + (k/47T) j (dx) V] = rrp. (7.3) 
k- ~ 

We may choose p = 0 and thereby specify l5(k) uniquely. 
In that case the generalized Levinson theorem33 is sim
ply (7,2), where m is the total number of bound states, 
including those at k = 0 and counting each as often as its 
degeneracy, and where q = 1 if there is a half-bound 
state at k == 0, and q == 0 otherwise. Equation (7.3) ap
pears to be new. 

After this paper was written, I learned of an article 
by Wlllenberg34 with similar results. It is, however, 
less explicit and based on much more restrictive 
assumptions. 
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APPENDIX A 

We want to demonstrate (4.1). It follows from (2.2) 
that i/J is bounded. Hence by (3.1) and (2.1) 

i 
<P( ) I ~ _C_ ~d) I V(y) I (b + I x I) I x - y I 

x b+lxl JI y Ix-yl2 
c' 

~---
b+ Ixl 

(A1) 

for some b> 0, and therefore by (4,1) 
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exp(ikolxl) I( . A 

if!(X) = 47T I xl dy) exp(- zkoX' y) V(y) if!(y) + hex), 

(A2) 

where h = h1 + hz, 

h1(x)=- 1(:;) V(Y)if!(y)eXp(ikolx-YI)CX~YI -~), 
(A3) 

h2 (x) = 4~1~1 f(dY) V(Y) if!(y) [exp(iko Ix- yl) 

-exp(iko(lx/-x·y))]. (A4) 

From (A3) 

fidX)lhlI2~ 1!7T2fidX{fidY)IV(Y)if!(Y)CX~YI - 1;I~l 
(A5) 

Inverting the order of integrations (which is allowed be
cause the integrand is positive) we first consider 

where X= Iylz and y= Iylno But 

and the integral clearly convergeso Thus 

~dX) (-_1 ___ 1 ) 2.,;; clyl 
)(. Ix- yl Ixl • (A6) 

Consequently by Schwarz's inequality 

/tdX) I (I x ~ y I - I ~ I) ( I x ~ y' I - TiT) 

and 

/exp(ikog)-I/= Ihintkog/.,;;C b~gig, 

C 1 lyl2 
~ clxl+dlyl+lyI2 o 

Now 

j(dx)lh212~ 1:7T2 j~~~~ [j(dY) I V(y)zP(Y) I 

xl exp(ikog) - 1 iJ 20 (AB) 

Again we look at the x-integral first; 

f (dx) I . - 12 < I (dx) I y;4 TXJ2"" exp(zkog) 1 - C IxI2(clxl+dlyl+lyI2f1 

. I 12 I (dz) .. I 12 '" C Y ~1ZT+1)2 '. C Y 0 

(A9) 

That h2 E L 2 (R3
) now follows from (AB) and (A9) as (A7) 

did from (A6). 

APPENDIX B 

We show here that the remainder in (5 0 23) is O(k2), 

and those in (5. 26) and (5.27) are 0 (Jl2n). 

According to (5.10) the remainder in detp B R is 

(X, R 1, X) = (X,A-1C"VAX) = (- AVX,A-1C"VAX) 

= (if!, VC"Vif!) (B1) 

and hence by (5.5'), (AI), and (2.1) 

I (X R X) I.,;; C I k I j(dX)(dY) I Vex) V(y) pix) if!Jtl.L I k II x- y I 
, 1 1 + I k II x - Y I 

~ C Ik \2 I (dx)(dy) I ~~Xl ~~»'(~':',;\f) 
'" c Ik 12. (B2) 

This justifies (5. 23). 

We similarly obtain 

(X, R2X) = (Ii" VG'''V4'), (B3) J (<ix) Ihll2, C(j (dy) I V(y) if!(y)llyll/2 

.". C(I (dy) I VI)2 ~ C' (A7) and hence by (5.5") 

I (X, R2X) I 
because of (AI). 

For h2 we write 

g= Ix-Yl-Ixl +xoy= Ixlf, 

f = (1 + I z 12 - 2X. Z)1/2 - 1 + 2X. z, y = Ixl z. 

Since f is continuous and 

f - / z I (1 + 2X • z) as I z 1- 00, 

f-Clzl 2 as Izl-o, 

it follows that 

and hence 

/gl.,;; C Iy 12/(a Ixl + Iy I). 
But 
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",-Clkl 2 J(dX)(dY) IV(x)V(y)~'(x)«'(Y)1 Ikllx-yl2 
1 + Ik Ilx- yl 

';Cl k I 2 j(dX)(d) IV(x)V(y)llkllx-yl 
y 1 + I k II x - Y I 

Ix- yl 
(b + 1 xl) (b + I Y I ) 

";;C'lkI 2 j(dX)(dY)IV(x) V(y) I Ikl(lxl+lyl) 
1+ Ikl(lxl+lyl) 

~ clkl2 [lk11/2 f (dx)(dy) 1 Vex) V(y) 1 

IXI+lrl<lkl-i /2 

+ f (dx)(dy) I Vex) V(Y) ~= 0 (k2) as k - O. 
Ixl+lyl"lkl-I / 2 ~ 

(84) 
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This justifies (5.25) and (5.27)0 

APPENDIX C 

We want to solve the equation 

(1 - B)x ,=- Xo (Cl) 

in the vicinity of k = 0, assuming that k == 0 is an excep
tional point and we are in case 3 of Sec. 5. (Case 1 is a 
special instance with n = O. ) 

The equation reads 

(C2) 

and we write X == Px + Qx, in the notation of Sec. 5. Then 

which is finite. 

Using a biorthogonal set of Xm , m = 1, ... ,11 + 1, 
BOXm = Xm, and 1)m such that (1)m, Xp) = 6mp we may write 
in dyadic notation 

n+1 n+1 

p= 0 1)mX~ = 0 Xm1)~. 
m=1 m=l 

(C3) 

Then 
n 

X = Qx + 2: 1)m(Xm, X) + 1)n+l (Xn+!> X). 
m·l 

(C4) 

Since for m = 1, ... , /1 

the coefficients (Xm, X) can be calculated with no diver
gences. The only coefficient that leads to a divergence 
at k = 0 is that for m = n + 1. We find, by (5.7) and the 
fact that 1jJn+l = - AXn.! violates (5. 19), 

J (dx) V(x) 1jJ(x) = 47Tik-1 + 0(1). 

But insertion of (C4) gives 

J (dx) V(x) 1jJ(x) == - U (dx) VA1)n+l)(Xn+i> X) + 0(1). 

Expanding 

T]m=2: ampXp 
p 

we have 

J (dx) VA1)n.l =an+l,n+l 

because of (5.19), and hence 

(X n+1> X) = ck-1 + 0(1) 

with c * O. Thus also 

</i=ck-1 +O(1), 

where the vector c * O. 

APPENDIX D 

We want to prove here first (2.9'). 

By Schwarz's inequality and (2.2) 

rid ) I Viz) I 
J I Z Ix-zlly-zl 
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(C5) 

(C6) 

(C7) 

~ [j(dZ) i:~~:2J 1/2 [ j(dZ') :;~~i2Jl/2 ~M. 
(Dl) 

Therefore by Schwarz's inequality, (2.3), and the fact 
that VE. I}, 

j(dX)(d ) (dz) I V(x) \I V(y) II Viz) I 
y I x - Y II Y - z 1\ z - x I 

< M j(dX)(dY) I V(x) II V(y) I 
Ix-yl 

",}I j(dx)IV(x)l[f (dy)(dz) IVI(~)~I:I(:)I r/2 
<C;. 

(D2) 

Hence the function 

fix, y, z) = V(x) V(y) V(z)/Ix- ylly- zllx- z I 
is in L 1(R 9). It follows, as in the argument on p. 24 of 
Simon,2 that as Rell - "'), in Imk? 0, for K defined by 
(2.8), 

lim trK3 = lim (_ !7T)3 j(dX) (dy)(dz)f(x, y, z) 

xexp(ik(lx- YI + Iy- zl + Iz- Xl) =0 

by Lebesgue's lemma. As Imll - "', it follows by the 
dominated convergence theorem. 

In order to establish (2.10), we argue by Schwarz's 
inequality, for n? 4, 

I trI(n I ecce I tr/(2Kn-21 ~'II /(2112 II/(n-2 112 
= 11/(21/2// /(2Kn-4 // 2 < /IK211 ~ II Kn•4 II ~ IIK211 ~ 11K II n-\ 

where \\.\\ is the operator norm and 11'\\2 is the Hilbert-
Schmidt norm. Furthermore, 

11](211 ~ = tr](2](2t 
= tr/(/(tKt/( ': [tr(KKt)211 /2[tdKtK )211 /2 = tr(Ki(f)2 

and therefore 

I trKn I "- tr(KKt)211 K II n-4. (D3) 

Now the second part of (2.9) implies that 

lim 11K 11= O. 

Consequently, for I k I large enough the expansion 

D(1<)=exp (-i ! trKn) 
2 n 

converges absolutely, and (2.10) follows from (2.9), 
(2.9'), and (D3). 
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A contraction of the structural group with respect to the stability subgroup is performed in a fiber bundle 
with Cartan connection. The relation of the connections in the original and in the contracted bundle is 
examined. As an example interesting for physics the contraction of the SO(4,1) de Sitter bundle over 
space-time to the affine tangent bundle over space-time is discussed with the latter bundle possessing the 
Poincare group as structural group. 

I. INTRODUCTION 

It has recently been proposedl-3 that a fiber bundle 
with Cartan connection might be of considerable interest 
in physics as a basis for a differential geometric de
scription of strong interactions. A fiber bundle of 
Cartan type constructed over space-time can be used 
as the geometrical substratum on which a gauge theory 
for the interaction of extended hadrons can be formu
lated. The structural group G of the bundle plays here 
the role of an internal dynamical group determining the 
internal motions of extended hadronic states (being 
associated with the fibers of the bundle) in a similar 
way as the POincare group determines the kinematics 
of pointlike objects in flat Minkowski space-time. The 
particular bundle suggested for a gauge formulation of 
strong interaction dynamics was a bundle with Cartan 
connection constructed over a curved (in the presence of 
gravitation) space-time manifold v4 possessing the 
de Sitter group SO( 4,1) as structural group. In this 
paper we study from a more general point of view the 
properties of a fiber bundle E(M,F, G) with Cartan con
nection constructed over a base manifold M of dimension 
n possessing the fiber and structural group F and G, 
respectively, and determine its relation to the affine 
tangent bundle T A(M) in contracting the structural group 
G of the bundle with respect to a subgroup G'. The 
bundle T A( M) obtained in the contraction limit is here 
regarded as a bundle associated with the bundle of affine 
frames A(M) over M and possesses, like A(M), the 
affine group A(n,R) as structural group. The affine 
tangent bundle is a simple example of a bundle soldered 
to M (see Sec, III below). This soldering of base space 
and fiber is a characteristic feature of a bundle with 
Cartan connection. In a bundle E(M, F, G) with Cartan 
connection the fiber is isomorphic to the homogeneous 
space G / G', where G' is the stability subgroup of G in 
F, i. e., the subgroup of transformations of the space 
F leaving a particular point fixed. The contraction of 
the group G with respect to G' determines how the 
Cartan connection in E(M,F,G), being given by a differ
ential I-form with values in the Lie algebra of the 
group G, decomposes in the contraction limit into a 
component with values in the Lie algebra of G; and a 
component related to translations, Both parts together 
constitute the Cartan connection on the affine tangent 
bundle T A(M) to which E(M, F, G) reduces in the contrac
tion limit. By this process a Cartan bundle with simple 
or semisimple structural group G goes over into a 
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Cartan bundle possessing as structural group the affine 
group A(I1, R) having an n-dimensional Abelian subgroup. 

The plan of the paper is as follows. After recalling in 
Sec, II the notion of a principal and an associated fiber 
bundle over a differentiable manifold lVI and defining the 
concept of a connection in a principal fiber bundle in the 
general case, we discuss in Sec, III the properties of 
Cartan connections, in particular following the treat
ment given by Ehresmann4 and Kobayashi. 5 In Secs. II 
and III essentially known results are stated without 
proofs in order to make the paper self-contained and 
easier readable for physicists. In Sec, IV we treat the 
group contraction process and study the resulting con
nection on the bundle of affine frames, In Sec. V we, 
finally, discuss as an example the contraction of the 
SO(4, 1) de Sitter bundle TR( V4 ) with base space V4 , used 
in Refs. 1-3, to the affine tangent bundle T A (V4 ) over 
space-time in the limit R - 00, where R is the radius 
of curvature of the standard fiber of the bundle TR( V4 ). 

Correspondingly, the de Sitter frame bundle L R(V4 ), 

being a prinCipal fiber bundle over space -time wi th 
structural group SO(4, 1), contracts to the bundle of 
affine frames A(V4 ) over space-time. A(V4 ) is a prinCi
pal fiber bundle over V4 possessing the Poincare group 
P as structural group with P ~ ISO(3, 1) being the group 
of motion in each local Minkowski tangent space T ,( V,) 
to V4 • The bundle A( V4 ) and the associated bundle T A ( V4 ) 

allow the discussion of a Poincare gauge group as 
studied in the framework of a Lagrangian formalism by 
Kibble 6 and by Hayashi and Nakano. 7 The familiar 
Lorentz frame bundle L(V1 ) with structural group 
SO(3,1) is in a natural way a subbundle of it (v4 ). 

II. CONNECTIONS IN A PRINCIPAL FIBER BUNDLE 

In this section we recall some of the notions and 
definitions well known from the differential geometric 
literature. 8 

A fiber bundle E(M, F, 7T, G, <p) is a differentiable mani
fold defined by the following collection of objects; 

(a) the bundle space E, 

(b) the base space AI, covered by a family of coordi
nate neighborhoods {UJ with the index i in a set J, 

(c) a space F called the fiber (or the standard fiber), 

(d) a mapping 7T of E onto M called the projection, 
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(e) the structural group G of the bundle, being a Lie 
group acting effectively and differentiably on F, 

(f) a family <I> of homeomorphisms {<p t } corresponding 
to the open covering {Ui} of M mapping in each coordi
nate neighborhood U j XF onto 7f-l(U), The property f 
states that the bundle is locally trivial, i. e., is locally 
the topological product of an open subset of M and F. 
7f-l(X) = Fx is called the fiber over x-. Furthermore, one 
has the following essential property; If XE Ui n Uj and 
<P / x-) is the differentiable mapping 

<Pi(x-) :F- 7f-l (x)=F x, (1) 

being the representative of rPi at XE U i and, correspond
ingly, if ciJ lex) is the mapping of the standard fiber into 
Fx as determined by the representative of rP j at XE Up 
then the mapping 

(2) 

coincides with an element g of the structural group G. 
The family of mappings <Pij(x) are called the transition 
functions of the bundle E(M,F, 71', G, <1» corresponding to 
the covering {Ui} of M. 

If F and G are identical manifolds and G acts on itself 
by left (or right) translation, one speaks of a principal 
fiber bundle over M which will be denoted by 
P(M,G,7fp,iP) or simply by P(,"v1,G). 

To give some familiar examples of fiber bundles, we 
remark that the bundle of linear frames of a manifold 
M of dimension n, i. e., the space of all frames Ax with 
origin x at all points of M, 

L(M) = U Ax> (3) 
xEIJ 

is a principal fiber bundle with structural group 
Gl(n,R). Furthermore, the tanjfent bundle 

T(M) = x€IJ T ,(M), (4) 

being the union of all tangent spaces to the manifold M 
at all pOints of M, is a fiber bundle with structural 
group Gl(n, R) and standard fiber R". If one regards the 
tangent spaces T /M) as affine spaces on which the 
affine group A (n, R) acts, one obtains the affine tangent 
bundle, denoted by TA(M) in the Introduction, possess
ing the standard fiber R" and the structural group 
A(n,R) being the semidirect product of Gl(n,R) and Rn. 

A fiber bundle E with standard fiber F is frequently 
referred to as a bundle E(M,F, 7fE ,G,P,<I>') associated 
with the principal fiber bundle P(M, G, 71' p, if» in the fol
lowing ways: Let F be a manifold on which G acts effec
tively as a transformation group, If E is identified with 
the coset space B = (P XF)I G and 71' E is the mapping of 
B onto 1'1'1 induced by the mapping 71' p of Ponto M, then 
one can construct9 a family of homomorphisms {rP;} of 
Ui xF onto 7T~1( U). In this terminology the tangent 
bundle T(M) over M is the bundle with standard fiber R" 
associated with L(M), and the affine tangent bundle 
T A(M) is a bundle associated with the bundle of affine 
frames A(M). In Sec. V below we shall encounter 
another example of an associated bundle. In this case 
the standard fiber is the coset space F=G/G' with G' 
being a closed subgroup of G. The group G acts effec
tively on GIG', Choosing G=SO(4,l) and G'=SO(3,1) 
the de Sitter bundle TR( V4 ) constructed over the space-
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time manifold V4 possesses as standard fiber a 
Riemannian space of constant curvature, 10 F= V~, 
isomorphic to the coset space 80(4,1)/80(3,1) and has 
as the structural group the SO(4, 1) de Sitter group, 
The bundle TR(V4 ) is associated with the de Sitter frame 
bundle LR( V4 ), being a principal fiber bundle over 
space-time with structural group 80(4,1). 

As a final example of a fiber bundle we mention the 
bundle of linear differential forms of degree q over M. 
Let 1\ T:(M) denote the exterior algebra over T:(M) 
with T:(M) being the dual space of T ,(M). A q-form on 
M is an assignment of an element of degree q in 1\ T;(M) 
to every x EM. The fiber bundle Dq(M) of differential 
q-forms is the bundle over M with standard fiber 
F = R"* 1\ Rn * 1\ '" 1\ R"* (q times) and structural group 
@ Gl(n, R) associated with the bundle of frames L(M) 
over M. A q-form on M is thus a cross section of Dq(M) 
which can be in a local coordinate system X\ \"2, ••• , Xn 

on U c M be expressed as 

W = 6 Wi i ... i (X)dx il 1\ dX i2 ... /\ dx iq , (5) 
i1 <i2<"'<i q 1 2 Q 

with Wi i .. , i (x) denoting the differentiable coefficients 
I 2 q 

of w. We remark in passing that one speaks of a vector 
valued q-form if the Wi i "'i (x-) in Eq. (5) assume val-

l 2 q 

ues in an r-dimensional vector space V having the 
basis E" s = 1, 2, ... , r. Accordingly one writes 

w y = E w~i ... t(x)Es@dxil.'Idxi2'1 ···'Idxiq. (6) 
i
1

<i
2
("'<i

Q 
1 2 q 

In the case that the vector space V admits the structure 
of a Lie algebra g, with Es defining a basis for g, the 
form W y is called a differential q -form with values in 
g. 

A connectionll in a principal fiber bundle P(M, G) 
over M is given by a linear mapping au of the tangent 
space Tx(M) to M at x into the tangent space T)P(M,G)) 
to P(M, G) at U E 7f- 1(x) with the properties that 

Hu being the horizontal subspace of T,,(P(M, G», 
U E F y , 

(ii) d 7T 0 all being the identity mapping, and 

(iii) a" depending differentially on 11. 

The subspace H" of horizontal vectors at 11', with 11' 

(7) 

= ujf = Rgu obtained from 11 by right translationl2 in the 
fiber with an element I.[ of the structural group G, is 
given by 

Hu' =HUg=RgH". (8) 

Calling the tangent space to the fiber at u the vertical 
subs pace of T.,{P(M, G)), i. e. , 

TJFx{M» = V", (9) 

one obtains the following unique decomposition of any 
vector X E T u(P(M, G» into horizontal and vertical 
components: 

(10) 

with XvE V" and X h EH lI • (Compare the schematic draw
ing shown in Fig. L) 
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F,.=G 

FIG. 1. Horizontal and verti
cal subspaces in a principal 
fiber bundle P(M, G). 

According to Eq. (10) a connection in P(M, G) can be 
defined by a differentiable mapping of TJp(M, G» onto 
Tu(F',(M» , the space tangent to the fiber at Il, i. e., 
onto the vertical subspace of Tu(P(M, G», which is 
isomorphic to the Lie algebra 9 of the structural group. 
This gives rise to a linear differential 1-form-called 
the form w of the connection-with values in the Lie 
algebra of the structural group of the bundle, The 1-
form w possess the following properties: 

(lla) 

(lIb) 

withu<oP(M,G), 11ll=X, ~EG, andXET(P(M,G». In 
Eq. (Ha) dg is the element of T/G) tangent to the group 
G at g and if-1df{ is the element of Te(G) tangent to the 
group at the unit element e; i. e., g-ldf{E g. 13 Equation 
(lla) states that lIdg, being vertical, is mapped into the 
element of the Lie algebra corresponding to dg. 
Furthermore, Eq, (lla) implies that w(X) = 0 for X 
being horizontal. Denoting the right translation of the 
vector field X by Rg X =XJ;, we see that Eq, (llb) states 
that w transforms according to the (inverse) adjoint 
representation of the group G in g • 

III. SOLDERING AND CARTAN CONNECTIONS 

A fiber bundle E(M,F,G,P) 14 associated with a 
principal fiber bundle P(M, G) is called soldered /0 1\;J 
if the following conditions are satisfied4

, 5: 

(A) The group G acts transitively on F, L e., F is 
the homogenous space GIG' where G' is the stability 
subgroup of G leaving the point 0 of F fixed. 

(B) dimF=dimM:= /1, 

(C) The bundle E(M,F, G,p) admits a cross section 
which will be identified with M. 

(D) If T'(M) is the space of all tangent vectors to Fx 
at \" E M for all x and T(M) is the tangent bundle over M, 
then One can identify T'(l'v1) and T(M) by an isomorphism. 

The property D states that the fiber over x is tangent 
to the base space at x for every\" c=: M, T'(M) is a fiber 
bundle over 1'1'1 with fiber R n and structural group 
Gl(n, R)', which can be identified with the space 
(p' XRn)/G', being a fiber bundle associated with 
P'(M, G'). 15 Here the principal bundle P'(M, G') is a sub
space of P(M, G) obtained by restricting the homeomor
phisms F - F x of P(M, G) in such a way that 0 E F is 
always mapped into \", i. e., into the point of contact of 
fiber and base space at x EM. With the principal fiber 
bundle P'(M, G') with structural group G' is associated 
in the usual way a bundle E(M, F, G', p'), the existence 
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of which was first shown by Ehresmann to define the 
soldering in E(M, F, G, P), 

Now let w denote the form of a Cartan connection in 
P(M, G) [and thereby in E(M, F, G, P)], and let ct' be the 
restriction of w to the bundle P '(M, G ,) [and thereby to 
E (M , F, G ' , P') 1. Furthermore, let g' denote the Lie 
algebra of G'. Then w is a 9 -valued linear differential 
I-form satisfying the following conditions: 

W(u 'dj!') == £['-1 dg', (12a) 

w(X'g') =g,-1W(X')g', (12b) 

if w(X ') = 0, then X' is the zero vector. (12c) 

Here /I' c P'Vvl, G ,), 11'1/' = x [with 11' denoting the projec
tion in P'(M,G')I, g'EG', dg'c=: Tg,(G'), and X' 
c T(P'(lVl,G')). Equations (12a) and (12b) state that w 
defines a connection in P '(M, G '), and Eq. (12c) implies 
that any horizontal vector in P'(M, G') is the zero vec
tor. This last mentioned property is a consequence of 
the soldering of E(M,G',P') to At. 

Starting from Eqs. (12a)-(12c), it is now simple to 
specify uniquely the form w of a Cartan connection in 
E(M, F, G, p) by the following 9 -valued differential 
form' 

(13) 

where ~E G, dgc=: Tg(G) and X=RgX'=X'g with X' 
c T(P'(M,G'» and XE T(P(M,G». It is seen from Eq. 
(13) that the restriction of u) to P '(AI, G ') is w. 

Let us now decompose the Lie algebra 9 of G into the 
subalgebra 9 , and a vector subspace t 

(14) 

Then the tangent space To(F) at 0 c=: F is isomorphic with 
t. If, furthermore, 

[g', t jc t • (15) 

To(F) can be identified with A and there exists a linear 
t -valued differential I-form e on P'(1'vl, G ,), called the 

(OVI/1 o( soldering, 16 with the properties17
: 

IJ(X')=O for X'i'C T(P'(Al,G'» 

if and only if d11'(X')=O, (16a) 

e(X'g') = g,-l e(X')g' (16b) 

for all X' E T(P'(M, G'» and g' E G '. 

Equation (16a) states that e vanishes for all vertical 
vectors on P'(M, G'), 

It can be shown5 that if the bundle E(M, F = GIG', G, p) 
satisfies the conditions A, B, and C, and if the Lie 
algebra 9 of G and the Lie algebra g , of the stability 
subgroup G' of G decomposes according to Eq. (14) and 
obeys Eq. (15), then the bundle E(M,F=GIG',G,P) is 
soldered to M (according to property D) if and only if 
there exists a t -valued linear differential form e 
satisfying Eqs. (16a) and (16b). 
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The interest in the form e lies in the fact that if w' 
is a 9 '-valued I-form defining a connection in P'(M, G'), 
the sum 

(17) 

is a 9 -valued I-form defining in a one-to-one way the 
restriction to P '(M, G ') of a Cartan connection w in 
P(M, G) [and correspondingly in the associated bundle 
E(M,F=G!G',GP) soldered to M]o The proof of this 
statement, i. e., that w as defined by Eq. (17) satisfies 
Eqs. (12a)-(12c), fOllows directly from the properties 
(16a) and (16b) and the definition of the connection w' in 
p'eW, G'). 

To conclude our review of Cartan bundles and their 
soldering property, we finally write down the structural 
equation of Cartan for the space E(M,F=G/G',G,P), 
i. e., (d denotes the exterior derivative), 

(18) 

with 51 being the curvature 2 -form of the connection w 
and [ , I denoting the exterior product of forms with 
values in a Lie algebra. Using in Eqo (18) the decom
position (17) and separating both sides of the equation 
into a g' -valued and a t -valued part, remembering 
Eq. (15), and putting 

IT=~g,+51t 

and similarly 

(19) 

[e, el~-c [e, e]g, + fe, e]t ' (20) 

one obtains the following relations, moreover, by 
making use of the structural equation 

dw'+Hu.,',w'l=51' (21) 

as defined by the connection w' in P '(M , G ,): 

!1'=~().-HB,elg', (22) 

de+Hw',e]+He,w']=D'B=-r. (23) 

Here 

(24) 

denotes the torsion form of the connection and D' e 
=de +[w', e] is the exterior covariant derivative of the 
form e with respect to the connection w'. 

If now the space F=G!G' satisfies the condition 

[ t, t I;,: II ' (25) 

as is the case for the phySically interesting example of 
a Cartan bundle treated in Sec o V as well as for the 
discussion of the group contraction presented in the next 
section, where we shall start from the assumption that 
the fiber F = G /G' is a Riemannian globally symmetric 
space, Eqs. (22) and (24) reduce to the form 

no' = n' +He, e], (26a) 

51 t = T. (26b) 

If, on the other hand, 

r t , t ) =0 (27) 

which is a condition valid for the affine tangent bundle 
T A(M) with fiber F =A(n, R)/Gl(n, R) = R", obtainable 
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from Eq. (26a) in the limit of group contraction (see the 
next section), one finds 

(28) 

(29) 

IV. CONTRACTION OF THE STRUCTURAL GROUP 

Let uS choose the fiber of the Cartan bundle 
E(M, F, G, P) to be a Riemannian globally symmetric 
space1S F=G/G' of dimension no Such a space is char
acterized by the decomposition 9 = 9 '.::8 t [see Eq. (14)1 
of the Lie algebra 9 obeying 

[g', 9 '] <;:.; 9 " (30a) 

(30b) 

[ t , t ] <;:.; II', (30c) 

where t is here required to be a vector subspace of 9 

with dimension n = dimG - dimG' = dimM. The coset 
space F = G/G' has certain compact or noncompact 
forms depending on the particular quadratic form with 
signature (p, q) left invariant by the group G and the sub
group G'. This quadratic form specifies on the one hand 
G and G' as particular metric-preserving subgroups of 
the general linear group, and on the other hand deter
mines the special form of a hypersurface F will repre
sent if the space F is embedded into an (n + I)-dimen
sional flat space of definite signature (p', q/) with P' +q' 
=11 +1. In Sec. IV we shall discuss as an example of 
particular interest in physics the case of a Cartan bundle 
possessing the ten-parameter semisimple group G 
= SO (4 , I} as structural group leaving a quadratic form 
with Signature (p, q) = (- - - -, +) = (4, 1) invariant, cor
responding, when represented in a space R;q = Rt I' to a 
one -shell (hyper)-hyperboloid, V~, called the de Sitter 
hyperboloid. This hyperbolic space is isomorphic to the 
noncompact coset space F = SO(4, 1)/SO(3, 1) being a 
space of constant negative curvature regarded as the fi
ber of the Cartan bundle E(V4 ,SO(4,1)/SO(3,1),SO(4,1), 
P} constructed over a (Riemann-Cartan) space-time 
manifold V4 • In this section, however, we do not specify 
the group G in detail except for demanding that G be the 
identity component of a particular metric-preserving 
subgroup of Gl(n + 1, R) admitting G' [being similarly a 
metric-preserving subgroup of Gl('l, R)] as a subgroup 
in such a way that the space F = G / G' is a globally 
symmetric Riemannian space of dimension n = dimM in 
accordance with the statement B of the previous section, 
These requirements restrict the groups G and G' to the 
clas s of the special orthogonal groups, soC p, q), having 
dimension t(p + q)(p + q -1), Calling G' = SO(p, q) from 
now on, with p +q =n, then G is either SO(p + 1, q) or 
SO(p,q +1), and the space F=G/G' is a Riemannian 
space Vo of constant curvature admitting a metric with 
signature (p, q). 

Let us now contract the structural group of the Cartan 
bundle with respect to its stability subgroup G' of the 
point 0 in F. The Inonii-Wigner contraction of the 
algebra 9 = 9 'EB t can be defined as the following trans
formation U(E) of 9 being Singular in the limit E - 0,19 

U(O) g'= 9 " (31a) 
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U(O)I =0, 

resulting in an algebra 9 = 9 I ED t obeying 

[g', g'] ~ g', 

[g I, ; I c:;; 'I , 

[;,1]=0. 

(31b) 

(32a) 

(32b) 

(32c) 

The algebra 9 is characterized by the fact that it has 
the same dimension as 9 with 9 I being a subalgebra in 
9 I as well as i~ g, and ;:vith l' being an Abelian invariant 
subalgebra of 9 • Thus 9 is nonsemisimple. 

Correspondingly the Riemannian space F = G / G I on 
which G acts as a group of motion degenerates in the 
contraction limit E - 0 into a flat space. The limit E - 0 
corresponds to the limit 11K - 0, where K is the con
stant of curvature characterizing F. In this discussion, 
where we did not specify explicitly the particular 
special orthogonal groups G and G I, we can say that F 
degenerates in the limit E - 0 into the space R;,/o iso
morphic to E(p,q)/SO(p,q) with G=E(p,q)=ISO(p,q) 
denoting the subgroup of the affine group A(n, R) in 
n := p +q dimensions leaving a quadratic form with 
signature (p,q) invariant. The group E(p,q)=ISO(p,q) 
is the semidirect product of SO(p,q) and the space R;,. 
possessing the Lie algebra characterized by Eqs. (32a
d. The Abelian subgroup is generated by the n elements 
of t corresponding to translations, The group E(p, q) 

=ISO(p,q), being the group of motions in R;,., can in 
the familiar way be parametrized by the (n + 1) x (n + 1) 
matrices (~r) with i\:=(i\j)ESO(p,q) and V={Vi}ER;,o' 

The group contraction is thus seen to relate the bun
dle with Cartan connection E(M,F=G/G',G,P), asso
ciated with P(M,G), having the fiber F=SO(p +1,q)/ 
SO(p,q) or F=SO(p,q +1)/SO(p,q) being curved 
Riemannian spaces, to the special Cartan bundle 
E(M,F=R;,., ISO(p,q), Ap)M»), associated with the 
bundle of affine frames A P,. (M) = P(M, ISO(p, q»), and 
possessing a flat space as fiber; i. e., E(M,R;,n' 
ISO(p,q), Ap,.(M)) is the subbundle characterized by 
the signature (p, q) of the affine tangent bundle called 
T A (M) in Sec, II above, being obtained by restricting the 
general affine group A(n, R) operating in T A(M) to the 
group ISO(P,q). 

The expression (17) of a Cartan connection in P(M, G) 
[or, more exactly, its reduction to P '(M, G ') 1 reduces 
in the contraction limit in a natural way to the form 

(33) 

of a Cartan connection [usually called a generalized 
a/fine connection21] in T A(M) with w I being an '0 (p, q)
~alued I-form and e being a R;,Q-valued I-form. Here 
w is the restriction to Lp,q(M) of a I-form w defining an 
affine connection in Ap,.(M), with L",.(M) and Ap,.(M) 
being subbundles corresponding to the signature (p, q) 
of L(M) andA(M), respectively, having structural 
groups SO(p,q) and ISO(p,q), respectively, The form 
w I in Eq. (33) is the form of a linear connection in M; 
more specifically it is the form of a connection in the 
bundle of orthogonal frames Lp,.(M) over M, the latter 
regarded as manifold with signature (p,q) of its metric. 
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The form w I is unrelated to the form w I in Eq. (17). w 
corresponds to a connection in PI(M, G') with G' viewed 
as the stability subgroup of the pOint 0 in the fiber of 
E(M,G/G',G,p), whereas Wi represents the connection 
form on Lp,.(M) related to the base space (compare 
Ref. 15 in this context), If the base space M of the 
~undleisflat(i.e., M=R~,.)w'isintegrable, i.e, 
0'=0, where 

(34) 

However, n I defined by Eq. (21) does not vanish even 
if M is a flat space. 

The form e in Eq. (33) is 1101 the fundamental I-form 
on the manifold M. Let us for later reference, introduce 
the fundamental I-form <p on M as the following R;,q
valued form 

(35 ) 

where {e;C-d}, i=I,2, .•• ,n, represents a basis in 
Tx(M). The exterior covariant derivative of e with re
spect to W I is the torsion form [compare Eq. (23) L 
i. e. , 

(36) 

Equations (34) and (36) are the structural equations of 
Cartan for the affine tangent space over M. The latter 
viewed here as a manifold admitting a metric with 
signature (p, q). Expressed in terms of the generalized 
affine (or special Cartan) connection (33) the structural 
equations (18) read 

(37) 

with [2' and r as defined by Eqs. (34) and (35), respec
tively. Equation (37) for the affine case is in complete 
analogy to Eqs. (19), (22), and (23) t~king into account 
the Abelian nature of the subalgebra t. The connection 
(33) on T A (M) _is called torsion free if Die = 0; it is 
called flat if 12' = 0, T = O. 

V. THE DE SITTER CASE 

In Ref. 1 the de Sitter fiber bundle TR( V4 ) constructed 
over a four-dimensional space-time manifold ,'vi == V4 

of Riemann-Cartan type with Lorentzian signature 
(- - -, +) was introduced and proposed as a generalized 
space providing the geometriC framework for a gauge 
formulation of strong interaction physics. Let us dis
cuss in this section the differential geometric proper
ties of this eight-dimensional Cartan bundle space and 
the associated de Sitte r frame bundle denoted by L R (V4 ) 

in Ref. 1. Using the notation of the previous section, 
we see that T R eV4 ) is isomorphic to the fiber bundle 
[compare Fig. 2 for a schematic drawing, where also 
the tangent spaces To(F,) and T/V4 ), to be identified by 
an isomorphism in the soldering of the bundle, are 
shown and drawn separately for clarity J 

TR( V
4

) "'" E(V4 ,F = 80(4, 1 )/80(3,1),80(4,1), LR( V4 )) 

(38) 

associated with 

(39) 
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V, 

FIG. 2. Schematic drawing of the fiber bundle 'PI(V4). 

The fiber of TR(V4 ) is a four-dimensional Riemannian 
space of constant curvature K = I/R2 (R being the curva
ture radius), i. e., a (4,1) de Sitter space, V~, iso
morphic to the coset space SO(4, 1)/SO(3, 1). With re
gard to strong interactions the curvature radius of the 
fiber V~ was taken in Refs. 1-3 to have a fixed value of 
R ::: 10 -13 cm characterizing the bundle TR (V4 ) as a whole 
in a way similar to the way the base manifold V4 [or 
rather the tangent bundle T( V4 ) over V4 ] is characterized 
by the Lorentz structure associated with a fixed limiting 
velocity c ",3 .1010 cm/sec. The structural group of 
TR(V4 ) as well as of the principal fiber bundle L R (V4 ) is 
the de Sitter group SO(4, 1) acting as a group of motion 
in the fiber of TR(V4 ) and by left translation in the group 
itself, Le., in the fiber of L R(V4 ). 

A basis for the Lie algebra of SO(4, 1) is given by the 
ten elements 

Mail = - Mba' a, b = 0, 1, 2, 3, 5, (40) 

satisfying the commutation relations 

i[M ab' MCdJ =Tl ac M bd +Tlbd Mac -TIM M be - Tlbc M ad (41 ) 

with 

Tlail=diag(l, -1, -1, -1, -1). (42) 

In order to exhibit the subgroup structure of SO(4, 1) 
more clearly and to exemplify the contraction with re
spect to the stability subgroup SO(3, 1) of the point 
o E:: F = V~ (see Fig. 2), we introduce the elements 

(43) 

With (43) and l)/k=diag(l, -1, -1, -1) the commutation 
relations (41) can be rewritten as 

which are of the form (30) with subalgebra 9' spanned 
by the six elements M/ j , i,j=0,1,2,3, generating the 
SO(3,1) subgroup, and the four-dimensional vector sub
space t spanned by the elements n;, i=0,1,2,3, 
corresponding to a four-parameter family of special 
de Sitter transformations, the so-called de Sitter 
boosts. 

The de Sitter space v~ on which SO(4, 1) acts as a 
group of motion can be represented by a hypersurface22 
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in an R~.l> L e., 

~a~a = ~a~bTlab= _R2 (45) 

with ~a = (~O, e, e, e, ~5)E RL. SO(4,1) is then the group 
of hyperbolic rotations in R! 1 leaving the quadratic form 
(45) invariant. The space V{ represented by (45) is 
compact in its "spatial" directions ~l, e, e, ~5 and non
compact in "time" ~o. A set of differential operators 
acting in Rt, and satisfying Eqs. (41) or (43) and (45) 
is provided by 

(46) 

with (J a = (J /a ~a. When applied to a function defined on 
V~ the operators L ab(~) produce a result lying again in 
the hypersurface Vd. 

Contracting now the algebra (44) according to the 
prescription (31) of Sec. IV corresponding to the limit 
~ - 00 and calling the elements of the Abelian subalgebra 
t appearing in the limit Pi> one sees that the algebra 
(44) contracts to the algebra of the Poincare group P 
= lSO(3, 1) spanned by the elements M Ij and PI satisfying 
the familiar commutation rules 

i[M/j,Mk1J=TI;kM;Z +l)jZMjk-TlilMjk-TljkMjl, (47a) 

[PI' Pj]=O. (47c) 

In view of the replacement (43) corresponding for the 
LabW to 

II j = (I/R)L5;W)I:?~ P/=i2;, (48) 

where ia = (0, 0, 0, 0, -R) denotes the coordinates of the 
point OEFx and at> i=0,1,2,3 being the differential 
operators in a flat four-dimensional space (see below); 
the quadratic form (45) can be represented as22 

(49) 

with 

(50) 

approaching a constant in the limit R - 00. Dividing by 
R2, we see that the hypersurface (49) reduces in the 
contraction limit to the hyperplanes P = ± 1, ~ j arbi
trary' being the equations for two spaces Ri l' Only the 
one of these two hyperplanes with ~5 < ° (cor~esponding 
to 0 E F) is soldered to the base space, L e, , we have 
to take the space Rt I with ~5 = - 1 as a solution of Eq. 
(49) in the limit R- 00. 

lt is thus seen that the de Sitter bundle TR( V4 } con
tracts in the limit R - 00 to the affine tangent bundle 
T A( V4) over space-time, and the associated prinCipal 
fiber bundle LR( V4 ) contracts to the bundle of affine 
frames A(V4 ) over space-time containing the Lorentz 
frame bundle as a subbundle. A( V4 ) is a principal fiber 
bundle with structural group lSO(3, 1) being the semi
direct product of the Lorentz group SO(3, 1) and 
Minkowski space RL (called M4 for brevity) appearing 
here in the limit R - 00 as a gauge group acting in the 
fibers of A( V4 ) and T A(V4 ), In the bundle T R (V4 ) with 
structural (or gauge) group SO(4, 1) the translational 
degrees of freedom are contained in the vector subspace 
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spanned by the f1i being elements of the scnzisinzplc 
Lie algebra (44). 

Let us now discuss Cartan connections on TR( V4 ) and 
T A (V4 ), respectively, where TR(V4 ) and T A (V4 ) are 
associated with the frame bundles L R (V4 ) and A (V4 ), 

respectively. For reference to earlier work l
-

3 let us 
discuss spinor connections on T R (V4 ) [or T A (V4 )], which 
are required in the definition of a de Sitter gauge in
variant (or Poincare gauge invariant) differentiation 
process for a spinor field defined on TR (V4 ) (or on 
T A (V4 )]. A spinor connection in TR(V4 ) is a connection 
in the so-called spinor frame bundle SR( V4 ) over V4 

possessing the covering group (;=SO(4, 1) of SO(4, 1) as 
structural group. The homomorphism SR( V4 ) - LR( V4) 
is a bundle mapping corresponding to the group homo
morphism SO(4, 1) - SO(4, 1) [see Eq. (61) below]. The 
covering group of SO(4,1) is the group USp(2,2)=U(2,2) 
nSp(4,C) being isomorphic to a subgroup of Gl(2,Q), 
the general linear group of 2 x2 matrices over the field 
of quaternions, On the other hand, the covering group 
of the Poincare group is the semidirect product of 
Sl(2, C) and the translations in Minkowski space, 

We now first discuss the de Sitter case. A connection 
r R on TR(V4)' associated with SR(V4)' is given by the 
following matrix-valued I-form on V4 (x E V4 ) 

rR(x)=~w~b(x)M"b (51) 

with W~b(X) = - w~(x) being the I-form coefficients of the 
Cartan connection w in LR( V4 ), and 211M being a spinor 
representation of the algebra of SO(4, 1). The lowest
dimensional representation of the algebra of USp(2, 2) 
is provided by the 4 x4 matrices [we keep the same 
symbol as in Eq, (41)1 

(52) 

with ya = (yi, y5), i = 0,1,2,3, y5 = yOylyy3 being the five 
anticommuting Dirac matrices obeying 

yat =yoyayD, {ya, yb}=21)ab 1 

with 'I)"b as defined in Eq. (42). 

(53) 

The W~b(X) appearing in Eq. (51) can be expanded in 
terms of the I-form components wi(x) of the fundamen
tal form q; defined in Eq. (35) representing a complete 
set of I-forms in T;( V4 ). In terms of the coordinate 
differentials dx u of a system of global space-time 
coordinates on V4 (written with a Greek index) the w i(~ 
can be expanded as 

where the sixteen fields A~(x) are referred to as the 
vierbein fields, For completeness we add that the 
covariant components of the metric tensor in V4 are 
given by 

(54) 

(55) 

being a symmetric tensor field on V4 possessing ten 
independent components. The additional six degrees of 
freedom at each space-time point x contained in the 
A~ (x) refer to the freedom to Lorentz rotate the local 
Lorentz frame ck(x), k=0,1,2,3, in T X(V4). After these 
remarks we write Eq, (51) finally as 

(56) 
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with r i ~b(X) = - r i ~a( x) denoting the 40 coefficients of a 
Cartan connection in TR( V4 ). Equation (56) could, 
furthermore, be brought into the form (6) by using Eq. 
(54), 

The form rR(x) defines a gauge invariant absolute 
differentiation process for a de Sitter spinor quantity 
~1(x,E)={1)A'(x,~);A'=1,2,3,4}, Xl" V4 , EE:F,=V~(x) 
defined on the bundle space TR( V4 ) and referred to a 
particular local frame in SR( V4 ) called a gauge on TR( V4 ) 

[being a system of moving de Sitter frames on TR( V4 ) 

corresponding to a cross section of SR(V4 ) 23]. It is 
given by 

with 

d=dxUilU=Wk(X)il k 

where il" cc' ~ /a x" and 

"k=At(X)2", 

(57) 

(58) 

(59) 

the latter denoting the Pfaffian derivatives. Here A~(.X) 
are the inverse vierbein fields to A~ (x) obeying 
A~(Y)A~(X)=6~. 

A de Sitter gauge transformation of ijJ(.x, E) is defined 
by 

(60) 

with ~,a=[A(x-)]~~b, A(x)E.SO(4,1), and S(x)E"l!Sp(2,2) 
[both with x-dependent parameters I. A(x) and S(x) are 
related by the equation 

ya[KI(x) I~ = S(x) yb§-I(X), (61) 

defining the homomorphism ± S(x) - A (x) of USp(2, 2) 
onto SO(4, 1), The gauge invariance of the differentia
tion D in Eq. (57) entails the gauge transformation 
property of the connection form rR(x) according to the 
formula 

rR(x) = S-I(X) r R(X) S(x) - is-1 (x) dS(x). (62) 

This equation is analogous to Eq. (13) above, 

We now investigate the decomposition of the connec
tion form rR( x) = dxu r~( \') according to Eq. (17) using 
Eq, (54), i. e. , 

with 

(64) 

and 

r R(j)(x)=r R.(x)M5i 
u JJ. 51 

(65) 

denoting the Lorentz valued and de Sitter boost valued 
components of r" R(X), respectively, Clearly, the de
composition (63) is not de Sitter gauge invariant. 
Nevertheless, this decomposition is interesting in the 
discussion of certain gauge fixing conditions which may 
be enforced on a phySical theory based on a Cartan 
bundle formalism, To see this, we write down the 
analog of the curvature form (18) in the present case, 
In terms of the matrix coefficient r" R(X) tbe curvature 
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expression reads 

(66) 

where the second term on the rhs now refers, in con
tradistinction to Eq. (18), only to the commutation in 
the Lie algebra 9 of the bundle. By using Eq. (63) the 
rhs of Eq. (66) decomposes according to Eqs. (19), 
(26a), and (26b) into 

Ii.. :v(x) =Ii..~~(x) +i[r" R( t lex), rv R (t )(x») 

+D~fvR( t)(x) -D~ f "R( tJ(x). (67) 

The first term on the rhs of Eqo (67) is the curvature 
constructed from the f" R(9')(x) due to the Lorentz sub
group, the second term is a g' -valued contribution to 
the curvature originating from f" R (t J(x), and the last 
two terms correspond to the torsion [see Eq. (23)] with 

D~f/<tJ(x)=a"fvR(IJ(X) +i[r"R(g')(x), rvR(IJ(x)], 

(68) 

A gauge fixing condition would consist of the assumption 
that a certain term on the rhs of Eq. (67) is absent. 
For example, gravitation gives rise to a similar term 
as R~~(x) corresponding in this case to the g' -valued 
connection form w' on the Lorentz frame bundle L (V4 ). 

It is thus an interesting question to ask whether the 
strong interactions -provided they can inqeed be 
characterized by a curvature expression R~v(x) 
derived from a Cartan connection-may possess an 
i'llegrable Lorentz component f" R(O')(X) in a certain 
gauge, i. e., have a nGnisilinJ{ R~:,(x). We shall not in
vestigate gauge fixing conditions and their effects on the 
solution of certain equations relating geometrical and 
matter quantities further in this paper, and we turn, 
finally, to a brief discussion of connections on the affine 
tangent bundle T A (V4 ), Before we do so let us, however, 
remark, in concluding our discussion of the de Sitter 
bundle, that even if the base space of the bundle TR( V

4
) 

is flat Minkowski space-time, characterized by A~(X) 
= o~ and the rhs of Eqs. (34) and (36) being zero, that 
despite these facts all contributions on the rhs of Eq. 
(67) may in principle be presenL As mentioned, it re
quires the additional postulate of a gauge fixing condi
tion, motivated by physics, to exclude a certain contri
bution on the rhs of Eq. (67) having itself a well-defined 
geometrical Significance 0 

Returning to the generalized affine connection (33) and 
expanding the R;,q-valued I-form e in analogy to Eqs., 
(35) and (54) for M = V4 as 

(69) 

with (~; eo(~), el(~)' e2(~)' e3(~» denoting an affine base 
in T ,( V4 ) with origins M(x) = (~o, ~\ ~2, ~3), the 1J ~ (x) are 
seen to determine a field of gauge translations in 
T A( V4). A four-component Dirac spinor field cp(x, ~) 
= {cpA(X, D; A = 1,2,3, 4} defined on T A( V4), where the 
first argument, x, refers to the point on V4 and the 
second argument, to refers to the point in the affine 
tangent space at x, can now be differentiated in a 
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Poincare gauge invariant way according to the formula 
[compare Eqs. (51) and (57)J 

Dcp(x, ~)=dq;(x,~) +ir(x) cp(x,~) 

=dx" [a" +(i/2)r "i/x)Mii +v~Cx) ail cp(x, D. 
(70) 

Here we have represented the basis vectors e i(~) by the 
operators ai=()/;J~i, i=0,1,2,3, affecting the second 
argument of cp(x, D. In Eq, (70), M i} == (i/2)[yi, y] are 
the generators of SO(3, 1) in the 4 x4 spinor representa
tion (here with unprimed matrix indices to distinguish 
them from the indices in the de Sitter case treated 
above), and r" ij(x) = - r ,,} i(X) = x~ (x)r kij(X) are the 
coeffiCients of the connection on the Lorentz frame 
bundle with the first index turned into a global Greek 
index. Finally, the sixteen fields II~CX) are the contri
butions related to gauge translations, i. e., to the shift 
of the origin, M(x), of the affine frame in the local 
affine tangent space at XE V4 , POincare gauge trans
formations for a spinor field on T A( V4) can now be de
fined by 

o '(x, ~') = exp(- ivi(x)P j) Sex) cp(x,~), (71) 

Here the 4 x4 matrix Sex) describes an x-dependent 
rotation of the local Lorentz frame ei(~) (generated by 
the M ij introduced before), and the exponential factor 
represents an x-dependent translation [with parameter 
vi(x), and Pi as defined in Eq. (48)J of the origin of the 
local frame in the local affine tangent space at x E V4 • 

Restricting the gauge group lSO(3, 1) to the homoge
nous Lorentz subgroup, i. e" disregarding gauge trans
lation, Eqs. (70) and (71) assume the following form 
where we have, furthermore, made use of Eqs. (54), 
(58), and (59), and kept the same symbol for the spinor 
1> but dropped the now superfluous argument ~: 

D' cf>(x) = dx" [2" cjJ(x) + (ij2)r "ij(x) Mil cp(x) I 
(72) 

cp '(x) = Sex) cjJ(x). (73) 

Equation (72) represents the usual formula for the 
covariant differentiation of a spinor quantity, cp(x), de
fined on a curved space-time manifold V4 with Eqo (73) 
describing the effect on cp(x) of a change of gauge, i 0 eo, 
a transition to another moving Lorentz frame on V4 or, 
synonymously, a transition to another cross section on 
the Lorentz frame bundle L( V4 ) over V4 • Furthermore, 
the w ;jCd == wk(x)r kij(X) appearing in Eq. (72) define a 
connection in L( V4 ). Equation (72) can be viewed as 
resulting from the Cartan connection (33) with e being 
identified with the fundamental l-form ip defined in Eqs, 
(35) and (54), Le., 

w' + ip in spinor form (i/2)w k(x)r kii(x) M if + Wk(X) ek(x), 

(74) 

the latter being identical with the operator D' of Eqo 
(72) when ek(x) = ak, where now the ak can be identified 
with the irk introduced before. Thus to each generalized 
affine connection (or special Cartan connection) (33) 
corresponds in a unique way a linear connection w' 
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which is because of historical reasons often also called 
an affine connection. 
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l1For a more detailed discussion and proofs see the literature 

quoted in Ref. 8 and also the book of Y. Choquet-Bruhat, 
Geometrie di.t/erentielle et systemes extcrieurs (Dunod, 
Paris, 1968). 

12Analogously, left translation by an element g is defined by 
L1u=gu. 

13g""1 (g+ dg) = e + g""ldg. 
14For brevity we leave out the projection and the family of 

homeomorphisms in the argument of E. 
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15There exists a mapping of G' [viewed as transformation 
group in F leaving OEF fixed) into Gl(n,R)' [viewed as a 
transformation group in To(F)) which can also be used to as
sociate E(M,F,G' ,p') (see below) with T'(M). In our later 
discussion in Sec. IV we shall assume that this mapping es
tablishes an isomorphism, i. e. , that G' can be identified with 
Gl(n,R)'. The group Gl(n,R)' operating in To(F) and the group 
Gl(n,R) operating in T(M) are conceptually two different 
gauge groups. The former belonging, as subgroup of G, to 
the fiber of the Cartan bundle, the latter belonging to the fiber 
of the frame bundle over M. 

16Compare Ref. 5 where the case of a so-called weakly reduc
tive bundle E is treated for which (0, I 1 <;;; I • 

uIf Eq. (15) does not hold true, one can only say that /tE G' 
induces a linear transformation L g , of To(F) which does not 
correspond to the adjoint representation of G' in To(F). In 
this case Eq. (16b) reads IJ(X'g') =L;~A(X') with IJ being a 
To(F)-valued form. 

18A comprehensive discussion of these coset spaces can be 
found in R. Gilmore, Lie Groups, Lie Algebras, and Some of 
Their Applications (Wiley, New York, 1974). However, for a 
more advanced treatise see also S. Helgason, Differential 
Geometry and Symmetric Spaces (Academic, New York, 
1962). 

t9See R. Gilmore, Ref. 18. 
:~ORp,. is an n-dimensional pseudo-Euclidean Space with signa

ture given by (p, q) - (--_ ••• J) times, c c" ••• q ti mcs) and 
pi q- fl. 

21Compare S. Kobayashi and K. Nomizu, Ref. 8, Chap. III. 
Since the structural group of TA(!I;I) , as discussed here, is 
related to the speCial orthogonal group SO(p, q), one also re
fers to w' as to the form of a metric connection. 

22Identical covariant and contravariant indices are automatical
ly summed in the following way: a, b, c, ... over 0, 1, 2, :l, 
5; i, j, k, ..• over 0, 1, 2, :3, and Greek indices, appearing 
below, over 0, 1, 2, :l. 

23For a more detailed discussion in particular with regard to 
the sixteen possible orientations one can choose in the sol
dering of the bundle TR (V4) see Appendix A of Ref. J. 
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The solution of the covariant inverse problem of the calculus of variations (that of finding a Lagrangian 
for a given set of dynamical equations) is presented as a generalization of the flat space formalism of 
Atherton and Homsy. Known Lagrangians such as those for the complex scalar field, vector gauge fields, 
and Einstein's equations are used as examples. Additional insight into the formalism is provided by new 
examples that include a two-tensor theory, a method for obtaining conservation laws directly from 
dynamical equations, and a Hamiltonian formulation for higher order, nonlinear, differential equations. 

INTRODUCTION 

The idea of using the calculus of variations to obtain, 
from a variational principle, a dynamical system's 
equations of motion is well known, Briefly, the deter
mination of the stationary pOints of a suitably chosen 
functional, the Lagrangian, yields the equations of mo
tion, Until recent work by Atherton and Homsy, 1 (AH), 
solution of the inverse problem, finding the Lagrangian 
whose stationary points are described by the equations 
of motion, depended largely on the skill and intuition of 
the investigator. Atherton and Homsy's procedure 
allows one to construct a variational principle for any 
given set of equations, Their paper cites applications 
to nonlinear equations in flat space. 

The major purpose of this paper is to present the 
generalization of Atherton and Homsy's methods to 
tensor equations in curved space-time (Sec. 1), The 
paper's secondary purposes, illustrating the potential 
power of the new formalism, include discussions of 
Noether's theorem (Sec. 111), the construction of a 
generalized Hamiltonian mechanics directly from the 
equations of motion (Sec, IV), and the presentation of a 
two-tensor theory of gravitation (Sec. lID), 

I. FORMALISM 
A. Inverse problem of calculus of variations 

The solution of the inverse problem of the calculus of 
variations is best approached within the context of func
tional analysis, ConSider an expression of the form 

F1(y) = r N(y) ¢dV = 0, (1) 

where the slash, " denotes the canonical variational 
procedure, N(y) is a differential operator acting on a 
variable y, and 1> is the variation of y. The fundamental 
lemma of the calculus of variations provides the result 
that 

N(y)=O. (2) 

This is the Euler-Lagrange equation, From the more 
general view of functional analysis, one could read the 
I in Eq, (1) as "an appropriate derivative operator," 
while 1> is regarded as an arbitrary element of function 
space. 
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Atherton and Homsyl show that the differential opera
tor needed on the left side of Eq, (1) is the Frechet 
derivative. It is defined on the function spcae and is a 
higher order abstract analog of the ordinary derivative, 
We give an operational definition of the Frechet deriva
tive as follows. ConSider a general tensor operator, 
NAbIB; Y B,,,; y B, "v>. (Capital letters A, B, ' .. indicate 
any number of tensor indices. A, B, '" will be raised 
and lowered by gAB and gAB' Greek letters /J., II, '" 

range over space-time. A repeated index of any type 
implies the summation convention. The comma denotes 
a partial derivative with respect to the indices to its 
right.) The operator N A may be of any order. 

With these conventions the Frechet derivative of the 
operator N A is defined as 

NAIB1>B=lim(!..NA[(YB +EtPB) nl-!..NA(YB n»)' (3) 
f .... 0 € 'E' 

Here the capital Greek indices II, A., ., . signify the set 
of all combinations of tensor indices, II = {None, /J., 
/J.IJ, /J.IJP, •. ·r. For example, if N A is a second-order 
differential operator, Eq. (3) is shorthand for 

. (1 NA'B$B=I,1!1} "E"NA[(YB +E$B); (Va +ECPB),,,; biB +EtPB),uv] 

1 A \ -;N (YB; YB,u; YB,,,Jr 

As with other index types, the summation convention 
will be used for pairs of capital Greek letters. Equation 
(3) is 

A I B ~ { A[( ) /} I 
N 1>B = aE N Ya +E<!>B,n I ,~O· (4) 

Equations (3) and (4) define the Frechet derivative of the 
operator N A in the direction ¢B' 

Now conSider the functional F defined by 

F= f YA fa 1 
N A(II.YB.rr)(_g)I/2dll.d4 x, (5) 

where II. is a parameter that is homogeneous with YB,n' 
We shall show that the requirement that the Frechet 
derivative of F be zero, FIB ¢B = 0, yields the Euler
Lagrange equations 

(6) 

In the process, we will obtain a set of conditions that the 
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operator N A must satisfy in order to be obtainable from 
this type of variational prinCiple. Following AH, opera
tors satisfying these conditions will be called potential. 
It turns out that operators whose highest order is odd 
cannot be potential. Furthermore, the conditions for an 
operator to be potential are quite restrictive. Fortunate
ly there is a technique for formulating a variational 
principle in these excluded situations. AH called this 
second principle the composite variational principle. 

We begin by taking the Frechet derivative of Eq. (5), 

FIBCPa 

= ;E(jYA HrfJA)j' NA[ACVa +E<PB),ll] (_g)1/2 dAd 1 X) , 

o 

(7) 

or 

(8) 

Here the A in the superscript AB is a reminder that N A 

is a functional of '\Va' Now define the adjoint operator 
[VB IA such that 

(1)!ANAIB<pa(_g)'/2d4x= J <PBjJBIA~IA(_~)1/2d4X, (9) 

for all functions 1)!A and <PB in function space. Using the 
adjoint in Eq. (8) we obtain 

FIB<pB = J (<PA I: NA(AYB)dA + CPB .101 
jJBI>-AYAdA) 

(10) 

We require that the operator NAIB satisfy the condition 

J<pANAIB<pa(-g)I/2rt4x= )<PANAIB<PB(_g)'/2r/4X. (11) 

Referring to Eqo (9), we see that this implies that 

J CPA NAIB 1)!B(_g)'/2d4x= I CPB FiB IAlj!A(_g)I/2d4x. (12) 

Substituting Eqo (12) into Eq. (10) gives us 

FIBerB = (<PA (1 NA(AYB)dA + CPA (' I NAIABYBdA) 
" .. 0 . 0 

x ( _ g)1 /2 d4 X. 

Note that the Frechet derivative in Eqo (13) is 

NAI AB)I = ilNA('\YB) (AV) • 
.. B ;)(AYB),ll . B ,ll 

That is, for a second order operator 

AI>-B 2NA ( ) ?N
A 

( ) 
N YB= il(AYB) AVB + ;J('\YB),~ AYa ,u 

2NA 

+ ~ (AYB),u v ' 
2('\}'B),~v 

Substituting the identity 

NAI>-B y = A ~ NA(lI. V ) 
B d'\ . B 

d 
== dll. [,\NA(XYB) J - NA('\YB) 

into Eqo (13), we obtain 

(13) 

(14) 

(15) 

FIB<pB = fCPA 101 

~ [XNA(AYB)]dX(_g)1/2d4 x. (16) 
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This becomes 

FIB<b B = f CPANA(l'B)(- g)'/2d4 x. (17) 

Setting FIBtpB=O implies NAC:va)=O, since CPA is arbi
trary. Therefore, the conditions that N A must satisfy 
to be called potential are embodied in the symmetry 
condition 

Now let us derive an explicit expression for the sym
metry condition. Using Eq. (14) we can write 

f l. 'VAIB,+, (_!T)'/2d4 , -Pi ~.NA,+, (- cr)I/2d4 , (19) 
If' A..L Y B ,.., .. - ~ A ;:, 1) '+' B, n ,'"> ' • 

' .. B.ll 

The individual terms of the right-hand side of Eq. (19) 
may be integrated by parts. If we require that the sur
face terms vanish on the boundary of the domain of in
tegration, Eqo (19) becomes 

f'A NAIBc/J a\ _g)I/2d4
'( 

=L (_1)lllf(_g)1/2 i?'A aNA) <pa(r,. (20) 
II ?va, II ,ll 

Here III I = 0 if there is an even number of indices and 
I II I = 1 if there is an odd number of indices. The ex
pression in the parenthesis on the right side of Eq. (20) 
is the adjoint operator. From Eqo (18) we see that the 
symmetry condition requires that 

or 

(21) 

On comparison of coefficients of <Pa to arbitrary power 
of derivative n, we obtain 

aNA =B(_1)Ill+AI(H +1\) 
2YB,ll .\ 1\ 

x( _ g)-I / d, _ g)l /2 ,,:~NB ) • 
\ ') A,TlA ,,\ 

(22) 

Here (llin is the Bernoulli symbol involving factorials 
of the number of each type of index. 

As an example of the conditions expressed in Eq. (22), 
we list the symmetry conditions for a second order 
operator: 

aNA -co :N~ _(_£;)-1/2[(_g)I/2 ;>'~B ) 
riY B "YA '\ G}A." .~ 

(23) 

The requirement that the surface terms obtained in 
integrating Eq. (19) by parts vanish leads to a number of 
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boundary terms of the form 

aNA =00, 
ilYB,1l 

for all n on the boundary of the region. 

(24) 

From Eq. (21) or (22), we see why there is no poten
tial type variational principle for odd order equations. 
The presence of the (-1) III I on the right-hand side rules 
out the possibility of odd order equations satisfying the 
symmetry conditions. Furthermore, as illustrated by 
Eq, (23), the symmetry conditions are quite restric
tive, Thus it is convenient to have a procedure for con
structing a variational principle that avoids the restric
tions of the symmetry requirement 

Such a procedure is the formulation of the composite 
variational principle. Suppose we have an operator 
NA(ZB) of any differential order, Obtain an associated 
set of variables 11 A and form the functional 

F= Il'ANA(ZB)(-R//2d4'1:, (25) 

Now take the Frechet derivative of Eq, (25), treating 
I'A and ZA independently, 

FI= ;1~ }I'A +EIPA)NA(ZB +E<:DBH-J{)1/2d4X!,=O' (26) 

FI =c r iJiANA(ZB)(-J{)1/2d4x + I I'ANAIB<:DB(_g)I/2d4X. 

(27) 

Introduce the adjoint operator, NB 
lA, into the second 

integral in Eq. (27) to obtain 

F i == J~ANA(ZB)( - g)l/2 14X + I <:DBNB IAvA( _ J[)' /2 d 4x. 

(28) 

Since ~'A and <:DB are arbitrary functions, Eq. (28) 
implies 

NA(ZB)= 0 

and 

(29) 

(30) 

when 1. 1 
•• 0, The price paid to obtain Eq, (29) from a 

variational principle, when the symmetry conditions 
need not be satisfied, is the introduction of new vari
ables I' A "aUsfying equations of motion given by Eq. 
(30). Only if Eq. (30) and I!A are physically meaningful. 
entities can this procedure be allowed in physics. 
Examples will be given to illustrate this point later. 

B. Frechet derivative-covariant form 

We know that for an integral expression in curved 
space-time to have meaning, the integrand must be a 
scalar density. It is a straightforward matter to show 
that an integrand involving the Frechet derivative, for 
example, in the expression 

" -'-'- cP (_g)l/2d 4x ! 
oVA 

. A ?Y8~n B,rr , 

is a scalar density. However, the individual terms in 
this integrand do not possess tensor character because 
partial differentiation is not a covariant operation. In 
certain applications it is convenient to have all quanti-
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ties expressed covariantly. Re-expression of the 
Frechet derivative in terms of covariant derivatives 
may be illustrated as follows. For a second order oper
ator NAevB; YB,,"; YB,,") whose Frechet derivative is 

AlB aNA aNA aNA 
N <PB = ~ <:DB +a-y. <:DB,," +-a-y CPB,uv, 

-~ B B,/J B, /ltJ 

write down the definitions of YB;I" and YB;jLV' Now using 
these definitions and the chain rule, express aNA /aYB' 
aNA/h'B,I"' and ?NA/aYB,I"v in terms of covariant deriva
tives and Christoffel symbols, The result may be re
grouped into 

N A1B _ aNA + aNA +~ 
<:D B- (lYB CPB ;:lYB;" rfJ B;," aYB;,"" CPB;jLV' 

(31) 

The general expression for an operator of any order is 

AlB DNA 
N rPB=-;:l--1>B;II' 

. YB;II 
(32) 

Investigation of the transformation of the individual 
terms in Eqs. (31) and (32) under general coordinate 
transformations YB - Y'B =y'B(X'") shows that the quantity 
ilNA

/2.I'B;II(-!.,")1/2 transforms as a tensor density of the 
type TABn. One may show that the presence of the 
covariant derivative in Eq. (32) does not affect the inte
gration by parts procedure used in obtaining the sym
metry conditions in the previous section. For example, 

o =J [(- g)1 /2 X A" YAl,,, d 4 x 

I (XA" YA) ;,,( - J{)I /2 d 4 y 

cc IXAa ;" Y A( - g)' /2 d4x -f- IXAjL YA;jL( _ g)'/2d4x. 

Therefore, one may rewrite the symmetry condition, 
Eq. (22), as 

o N
A 

== .0 (_ 1) III +A I (nA) ( a N B 
) • 

(lYB;II A A OYA;TlA;A 
(33) 

II. EXAMPLES 
A. Complex scalar field 

As an example of the use of the composite principle, 
consider a complex scalar field 4'. As the auxiliary set 
of variables choose the complex conjugate <1;*, Then the 
variational prinCiple, Eq. (25), becomes 

F(q), 1"1<)== J<I.*N(<I)(_~·)1/2d4\. (34) 

Therefore, from Eqs. (29) and (30), the Euler
Lagrange equations are 

N(q) == 0 and &1(<1)*) == O. 

Thus if the scalar field satisfies the Schrodinger 
equation 

N(<I;) == + (2m)-l v21/1 - V(x, y, z)<I; + i<l;,t = 0 

with Ii = 1, m the particle's mass, and Va potential 
function, then Eqo (34) is in flat space, 

F(<I', <1;*) = I [ i/J*(2m)"' V2I/'_ <1;* V</! +ilj!*zJ;,tJd4x. (35) 

Computation of the adjoint operator NIlj!* = 0, yields 

(2)>1)"''11 2<1)* - V</J* - i</!*,/ = O. 

We note that the adjoint equation represents a parti-
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cle whose energy is the negative of the original particle. 
Since this equation is not potential, only the action given 
by Eq. (35) and the composite principle may be 
considered. 

B. Gauge fields 

Consider the case of a space-time vector field that 
also possesses an internal transformation group. Let 
<!J i be a space-time scalar field 2 that transforms under 
an internal group as 

"-,1, . AL j ,I, 
u'I'i:=lE A i'l'j' 

where the L Ai i are a particular matrix representation3 

of the group and EA are transformation parameters. It 
is well known that fields BA" must be introduced to con
struct the covariant derivatives of <Pi' From BA", which 
does not transform like a representation of the internal 
group, one constructs field tensors, C A "v, that do; 

GA""=BA,,,v -BAv,,, +ifICABCBB "Bc
v' 

Note that CA 
BC are structure constants for the internal 

group and recall2 that 

<!Ji;" := <Pi,,, - r; i L/ i BA" z/!j' 

(LMLB)i i =C C AB Li i' 

L
A

BC = - C
A 

BC' 

C
A 
"v= BA ,,:v - BA v:" - i fIcA BC BB "BC v' 

Now allowing fIAB to be a group metric that may be used 
to raise and lower internal indices, we consider the 
sourceless field equations for the field BA", 

(36) 

In this section, the index pair A Jl plays the role of the 
index A in the previous sections, One verifies by sub
stitution that Eq. (36) satisfies conditions (23). Accord
ingly, we have the result that the gauge field equations 
(36) are potentiaL Equation (5) becomes 

F:= JB AtL I: N A"(ABBJ(_g)'/2dAd4 x, 

and accordingly the Lagrangian L is 

L := (- fI)l /2 I: B A"NA"(ABB 
v )dil.. 

(37) 

(38) 

To verify that this is equivalent to the standard gauge 
field Lagrangian given by 

(39) 

proceed by substituting Eq. (36) into Eq. (37)0 After 
integration of the first term of the resulting expression 
by parts over space-time, perform the indicated A 

integration. The terms regroup immediately to (39). 

This example is typical of most of the Lagrangians 
obtained from field equations. They are the expected 
ones, modulo an integration by parts over space-time. 
As a general rule, the standard Lagrangian may be ob
tained by integrating by parts so that the differential 
order of L is minimized. 

C. Einstein's equations 

The verification that Einstein's equations are poten-
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tial is a straightforward but tedious exercise. Defining 
I,," as the Frechet derivative of R"v, 

I =dR"v f. +~f +~ 
"v- dg . Cl<e ilg ",B,Y {)g fail,yO' 

o:B o:B,r aB,rO 

we find that, 4 

I"v = ~g"'BLt"'B; (uv) - j",,,; vB - jOlV;"B +/"";"8J. (40) 

Using Eq, (40), the Frechet derivative of Einstein's 
tensor, C,,"' may be calculated to be 

G,,",pof
PO 

=1"v -%g"vg""Ip" - %j"vR +~g,,"R"'Bj()lB' (41) 

Noting that the terms in G "V are aU of the same order 
in A, A', (1, e., the order of g"V is II. -1) we find the 
Lagrangian to be 

L =fI"v rA(R"v-~gjJ.vR)(-g)I/2dll.. 
o 

This Simplifies to 

L =-%(- g)1/2R, 

immediately. 

D, Two-tensor gravity 

So far all the Lagrangians discussed were well known 
examples. As an example of the possibilities of generat
ing new theories from the formalism developed, con
sider the case of Einstein'S equations but use the com
posite potential method. Taking /"V as a symmetric 
second rank tensor, the associated field, we write a 
composite Lagrangian 

(42) 

Here C"V, 1\, K, and T"v are the Einstein tensor, the 
cosmological constant, the gravitational coupling con
stant, and the matter stress -energy tensor respectively, 
All indices are raised and lowered with g"" or g"v' 

From Eqs. (29), (30), and (41), the Euler-Lagrange 
equations are 

as desired, and 

(43) 

Note 1=1,,". It has been assumed here that no deriva
tives of the metric appear in T "V' Observe that while 
the equation for fI "V is highly nonlinear, the equation 
for f" v is linear. Letting 

and conSidering the special case where 

we find that Eq. (43) reduces to 

02 y"v -I\(y "V - ~7)"vY) = J "V 

(44) 

in the limit of flat space. Writing Eq. (44) in terms of 
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its irreducible tensor components r ~v and Y, 

we find 

(45) 

(46) 

If we consider the particle fields in T~v in Eq. (42) as 
part of the Frechet derivative, then the additional 
Euler-Lagrange equations must be the particles' equa
tions of motion. 5 

III. CONSERVATION LAWS 

The formalism developed offers the possibility of 
obtaining conservation laws directly from equations of 
motion. To explore this possibility, we will briefly re
view Noether's theoremS and then extend it to cover the 
present situation. 

Let L be a Lagrangian density that is a function of 
some fields YA and the derivatives of these fields YA,n' 
Then under a coordinate transformation, x" - x'~ 

= x~ + ~~, the change in L, 6L, is given by 

(47) 

where 6y A is the change in .vA under the transformation. 
The variational derivative of L, 6L/oYA is given by 

~=.0(_1)ITII(~) . 
0YA n aYA.n ,n 

(48) 

Since L is a scalar density of weight + 1, we have 

6L = - (L~p),p. (49) 

Combining Eqs. (47), (48), and (49), we obtain 

oOL 6YA=[-LI;,~-2i(_1)1TI16YB''''( ,aL )] ==-1",,,. 
YA I1,_ a}B,~n", ,II ,~ 

(50) 

Whenever YA is an absolute object and, 6YA=0, a con
servation law, t",~ =0, follows with 

1~=-L~"-L(-1)1TI10VB8( aL ) , (51) 
n,e . , i)YB,,,I18 ,n 

being the conserved quantities. 

Equation (51) may be expressed in terms of the equa
tions of motion themselves, USing Eq. (5), we find 

t" = -11 dA[(_J[)1/2 yANA(AYB)~~ 

+ £ (_1)ITII(5"YB,e(_J[)1/ 2yA aNA(AYB)) ]. 
n,s aYB,,,I1e ,II 

Defining M A as 

M A= f: dANA(AYB)' 

we have 

l" = _[(_g)I/2yAMA~" 

+ L (_1)1TI1 6YB ,e(-g)l/2y A BMA ) J. 
I1,e aYB,,,I1e .n 
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(52) 

Note that the conserved quantities have been expressed 
as directly calculatable relations involving the field 
equations and the transformations. Thus, if a set of 
field equations is invariant under either the Lorentz or 
Galilean groups, Eq. (52) will immediately give the 
conserved quantities, the momentum, the energy, and 
the angular momentum of the field. 

As an example of the usefulness of this section, con
sider the case of a second order equation in one variable 
that we may write as a power series, 

(53) 

The condition that N be potential requires that n = 0, or 
n = 1, and that 1a 1 m 1:= (m + 2)ao 1-1 m+2' Substitution of 
these conditions i~t~ Eq, (51) using the symmetry group 
given by translations of the origin (6et> = - q, x~x; C =E; 
t" = Et, where E and t are constants) yields ' 

t = - (l + 0-1 ao,rn, I q,m" q,1+1 _ (m +2t1 a1 ,m,o q,m+".. 

Treating this equation as a power series in q," and solv
ing for q,x, one has obtained a solution of Eq. (53) via 
a quadrature. 

IV. HAMILTONIANS 

The formalism we have presented, which enables one 
to write Lagrangians for a given set of equations, may 
be extended to give a treatment that is analogous to the 
customary Hamiltonian approach. This treatment may 
be developed using the potential and composite princi
ples. We shall present the results for both variational 
principles here. 

Consider a potential operator NA(YB;YB;n) that is now 
expressed in terms of the field variables and their 
covariant derivatives. As we have seen, the Lagrangian 
for this operator is 

In this section the range of II is restricted to exclude 
the case of no indices. We define the quantities pBII by 

fpBn(_g)I/2 d4X= _a_ 'L (_J[)1/2d4x. 
Ji- aYB;I1J

L (54) 

Since Lagrangians are only speCified up to a complete 
divergence, there may be times when one may not be 
able to express the Y B;I1 in terms of the pBII. This never 
occurs when complete divergences are added to L so 
as to minimize its differential order. The use of an 
integral expression to define the pBn carries with it 
the assumption that L has been expressed in its lowest 
differential order and we indicate this by writing 

Bn aL 
p =*--*, 

aYB;I1 

{

I aNA 
pBII = * (_g)I/2 YA --dA *. 

o OYB;I1 

(55) 

Thus for a potential operator N"(yv; Yv;o; Yv;op) we have 
two "momenta" 

vo ( )1/2 {I aN" p =* -g Y~ --dA* 
o ayv;o 
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and 
I 

p vap=*(_g)1/2 y,,! aN" d,,*, 
o aYv;ap 

We now define the quantity R(y B' pBTI), 

From this, we form the variational principle 

(56) 

and integrate the first term by parts to put the deriva
tives on to the p Bn, 

F = J{~ [(-1 )In I pBn;n YB _H(YB,pBn) l} (_ g)1/2 d4 x. 

(57) 

Now treat the YB and each pBn as independent entities 
and calculate the Frechet derivative, 

F'=f{~[(-1)1n'(i!>BTI;nYB +pBTI;ni)JB) 

( oR aH )J} I - aYB i)JB + apBTli!>Bn (-g) 12d4x. (58) 

Integrate the first term in Eq. (58) by parts and regroup 
to obtain 

F I frrBTI( aH ) ('" ( 1) In I BTl aH)] = [I' YB;TI - apBTI +i)JB ~ - P;T1 - aYB 

x(_g)1 /2 d 4x. (59) 

Since each of the <pBTI and i)JB are independent, arbitrary 
functions, we have on setting FI = 0, 

oR 
opBTI =YB;TI 

and 

aR =L (_1)ITllpBn. n • 
aYB n ' 

Thus, for a second order operator, N"(y", Yv;a), we 
have 

aR 
opva = Yv;a' 

aR va vap 
~=-p ;a+P ;ap' 

.B 

(60) 

(61) 

The formalism just presented may be easily shown to 
be consistent with the Lagrangian formalism. We pro
ceed as follows: Into Eq. (61) substitute 

oR f I J'(JNA 

- = - (_g)1/2 0B A NA(AVB AVB'n)dA - YA --dA 
aYB o· , . , 0 aYB 

(62) 

and 

( 
/

1 A ) Bn 1/2 aN p ;TI=*(-g) .vA -a-- dA *, 
o YB;T1 ;n 

(63) 

obtained from Eqs. (56) and (55) respectively. The re-
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suit is 

(64) 

The * * notation is omitted for convenience. Transpose 
the second term on the left to the right and recall the 
symmetry condition, Eq, (22). We now have 

- 6B A f 1 NA(AYB' AYB;TJ)dA= (NBIA(AYA)d". (65) 
. 0 . 

We may now use Eq. (15) to reduce Eq. (65) to 

1 1 d 
o dA [ANB(XYA' A.VA;TI)jdA=O 

or 

NB()'A' YA;n) = O. 

Construction of the Hamiltonian type formalism in the 
composite case is similar to the procedure just de
scribed. From the Lagrangian, 

L = (_g)1/2 1'ANA(YB' YB;n), 

define the quantities 

(66) 

where as before, the * * notation indicates that the 
Lagrangian has been expressed in its lowest differential 
order. Define an H(n A , YB' pBTI), 

R(I'A, YB' pBTJ) 

=c (- g)1/2[pBTI)1 B;n - l'ANA(YB;.vB ;T1) I. 
Form the variational principle, 

and continue exactly as in the case of a potential opera
tor to obtain the following relations: 

oR _~(_1)ITlI Bn 
"" -- P ;TI e YB n 

(67) 

oR 
aj)BTI YB;n, (68) 

(69) 

As in the potential case, consistency with the 
Lagrangian formalism is easily demonstrated. Substitu
tion of the appropriate definitions in Eq. (67) yields 

HBIA I'A c., 0, 

while from Eq. (69) it follows directly that 

N(YB, VB ;n) =, O. 

As an illustration of the formalism discussed for the 
potential case, consider the Korteweg-de Vries (KdV) 
equation. A Lagrangian for this equation7 is 

L = ~<P,x <P,t +i<p ,/ +<p "i!> ,xxx +~<l> ,x/' 

As noted earlier, the Lagrangian must be expressed in 
its lowest differential order. Therefore, integrate the 
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third term by parts and use as the Lagrangian 

From the definition, Eqo (55), we find 

pt=~<p ,x, 

p" = ~<P ,t + ~<P ./, 

pH = -<p ,xx' 

(70) 

These expressions are easily inverted and one obtains 
for H, 

H = 2p 'pI _ t(pt)3 _ HpXX)2. 

For 

aB 
apBn =YB;n, 

and 

aH =Z (_l)lnl (pBn);n' 
ilYB n 

one obtains 

and 

2px _ 4(pt)2 = <P, t> 

2pt =<p ," 

_pH = <p ,XX> 

-pt,t -px,x +pxx,xx=O, 

respectively. The first three of these expressions re
peat the definitions of pBn, while if one substitutes for 
the pBn in the last, one obtains the KdV equation in a 
form given by AH. 

V. CONCLUSION 

In the article we have shown how the valuable methods 
of Atherton and Homsy may be extended to find 
Lagrangians for any nonlinear equations involving 
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fields8 in curved spaces. Additionally, we have shown 
how conservation laws and a Hamiltonian formalism may 
be obtained from these techniques" 

We believe that the potential application of these meth
ods, which enable Lagrangian techniques to be applied 
to a wide range of physical problems, is enormous. The 
examples used to illustrate the methods, including the 
new method of solution of a large number of nonlinear 
equations in one variable, only sample a few of the 
opportunities. Nothing concerning approximation 
schemes has been shown here. Similarly, while the two
tensor theory discovered herein may not be useful in 
describing nature, the increase in flexibility in one's 
perspective on how Lagrangian theories may be con
structed cannot help but be useful. Finally, the potential 
benefits of a generalized Hamiltonian formalism for 
nonlinear equations have not yet been realized. 

lR.W. Atherton and G.M. Homsy, Stud. Appl. Math. 54, 31 
(1975). 

2The notation follows J. L. Anderson, PrinCiples of Relativity 
Physics (Academic, New York, 1967). 

3In this section only lower case Latin indices i, j, k, ••• and 
capital Latin indices A, B, C, '" range over the internal 
group. Semicolons denote space-time covariant derivatives 
while colons denote complete covariant derivatives. 

4The symmetrizer ~,,) stands for ~J.l" + ~vJ.l. 
5This theory has many similarities to the two-tensor theory of 
C.J. Isham, A. Salam, and J. Strathdee, Phys. Rev. D 3, 
867 (1971). One difference is that in their theory, Einstein 
tensors for bothf and g are utilized in the Lagrangian. We 
hope to attempt to discuss the physics of this theory in a later 
paper. 

6Follows presentation in J. L. Anderson, Ref. 2, p. 92, and 
the pages following. 

7Ref. 1 (AH) obtains this Lagrangian in illustrating how a non
potcntial operator may be transformed to a potential operator 
by a change of variable. 

BIn an effort to keep the formalism at a minimum, we have not 
generalized our treatment to cover cases of Lagrangians 
where the group representation space is also varied 
£i.e., H.F. Ahner, Phys. Rev. D 13,250 (1976)J. 
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Static stars: Some mathematical curiosities 
C. B. Collins 

Department of Applied Mathematics. University of Waterloo. Waterloo. Ontario. N2L 3GI. Canada 
(Received 18 August 1976) 

The equations of structure of static Newtonian and general relativistic stars are investigated, By using Lie 
group theory. it is shown that, in each case, the condition that there should exist a simple "homologous" 
family of similar solutions necessitates precisely those equations of state for the stellar matter that are 
usually invoked by means of extraneous physical arguments, In the relativistic case, a diagram which 
depicts these families is drawn, using the qualitative theory of differential equations. This vividly exhibits 
the nature of the general soutions, and the exceptional character of the Misner-Zapolsky solution. This 
diagram is contrasted with similar ones obtained by Chandrasekhar in the Newtonian case. 

1. INTRODUCTION 

In the conventional treatment of both Newtonian and 
general relativistic stellar systems, it is customary to 
examine those special cases of interest that result upon 
imposing a definite equation of state. This equation of 
state is obtained by appeal to purely physical arguments 
that are to a considerable extent divorced from the 
gravitational aspect of the problem. For example, I, 2 by 
considering the limiting case in which the constituent 
particles have relativistic energies that render their 
rest masses negligible, one can obtain the equation of 
state of an ideal Fermi gas at zero temperature, in the 
form p = t p, where p is the isotropic pressure and p is 
the mass-energy density, and hence determine the struc
ture of an ideal static neutron star.' 

For Newtonian stars in equilibrium, it seems phys
ically plausible to demand that a simple family of solu
tions should exist, the individual members being related 
to each other by tra,?sformations of the form Y - r = ay, 
p-p=bp, and 1'vl-A1=cM, where l'vl is the total mass en
closed within a radius Y, and a, b, and c are constants. 
Chandrasekhar4 refers to this change of scale as a 
"homologous transformation," and he shows that for 
both polytropic and isothermal gas spheres homologous 
families of solutions exist. In Sec. 2, we examine the 
consequences of the requirement that a homologous 
family should exist, and discover that it Ilecessitates 
either a polytropic or an isothermal equation of state, 
i.e., an equation of state that is usually postulated by 
consideration of extraneous physical aspects of the 
problem. 

Because the r coordinate is less well-defined in gen
eral relativity, the above scaling procedure is not nec
essarily justified as a means of defining homologous 
families of solutions. However, it seems reasonable to 
require that a simple family of solutions should exist, 
whose individual members are related by more general 
transformations of the form r-r(r), p- p(p) and M 
- M(M). In fact, the only allowable transformations do 
involve a simple rescaling, as we show in Sec. 2. It is 
deduced that in this case the equation of state is nec
essarily of the "y-law" type, viz. p = (y - 1)p, where y 

is a constant; this is the equation of state most relevant 
to relativistic stellar structure. 

To some extent, we could assert that in each case the 
mathematics "knows" in advance the physics of the sit-
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uation. Whether or not this is significant remains a 
purely speculative matter, bu t it is tempting to sugges t 
that it is a reflection of the "subliminal" role that 
mathematics can play in phySical systems. C,," 

In Sec. 3, we exhibit a qualitative diagram that de
picts the homologous family of solutions in the relativ
istic case. This is achieved by observing that, when p 
= (y - 1)p, the equations of structure form an autono
mous system of two ordinary differential equations, to 
which the qualitative theory of ordinary differential 
equations can be applied. This diagram is compared 
with similar diagrams obtained for the homologous fam
ilies of solutions in the Newtonian case, of which Chan
drasekhar'j has given an exhaustive treatment. Some 
comments are made on the special features of the solu
tion of Misner and Zapolsky.7 

2. HOMOLOGOUS FAMILIES OF SOLUTIONS 

A. Lie group theory and ordinary differential equations 

In differential equations, Lie group theory is usually 
employed to investigate systems of partial, rather than 
ordinary, differential equations. The reason for this 
appears to be that a generic system of partial differen
tial equations always admits a nontrivial group, where
as although the same is true of ordinary differential 
equations, the problem of the discovery of the group is 
equivalent to the problem of integrating the original 
system." 

It can be shown" that the system of ordinary differen-
tial equations 

du k 

-1 = fk(X, u) (k = 1, 2, ... ,m) 
(X 

where u = (u I, u 2
, ••• ,urn), is invariant under the action 

of the infinitesimal generator X = ~(x, u)(a lax) 
+Tlk(x,u)(a/auk

), if and only if the following equations 
are satisfied: 

afk . afk 
= ~- + TI} -'-0- (k = 1, 2, ... , In) . 

ax au} 
(2.1) 

In the particular case where X generates "quasihomo
logous" transformations (Le., transformations of the 
form x-x(x), ul _i'ii(ul ), where no sum is taken over j), 
this requires ~ = ~(x) and Tl i = fJi(U i ) , with no sum over j. 
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As a result, Eq. (2.1) becomes 

dTJ" (Uk) _ d~ (x) =X(lnfk) 
(luIi dx 

(2.2) 

with no sum over k. The form of the left side of this 
equation places certain restrictions on the set of pos
sible quasihomologous transformations. 

B. The Newtonian static star 

The structure equations for a Newtonian star in equi
librium are 

and 

dM 
-=47Tr2p 
dr ' 

with the supplementary conditions 

p=O when p=O 

and 

M=O whenr=O. 

(2.3) 

(2.4) 

(2.5a) 

(2.5b) 

We shall assume further that p:::: O. If P is independent 
of r, then from (2.3) either M=O or p=O. In the former 
case it follows from (2.4) that p = 0, so in either case p 
= 0 and both p and Al are constant. With the supplemen
tary conditions (2.5), we obtain p=p=M=O. This cor
responds to the trivial solution where there is no star. 
We shall henceforth assume that pp' ¢ 0, where a prime 
(') denotes differentiation with respect to r. 

In the general case we rewrite (2.3) and (2.4) in the 
form 

and 

dM 
-d = 47Ty 2 p, 

l' 

(2.3') 

(2.4) 

and determine the homologous transformations by ap
plying expression (2.2) to Eqs. (2.3') and (2.4). Thus, if 

8 8 8 
X = ~(1') 81' + TJI( p) 8p + TJ

2
(i\I) aM' 

we find 

dTJ' (p) _ d~ (1') = -2~(1') + TJl( p)!!. [In(2-)J + TJ
2

(M) 
dp d1' l' dp P' M 

(2.6) 

and 

dTJ2 (M) _ d~ (1') = 2H1') + TJI( p) . 
dM d1' l' P 

(2.7) 

From the functional dependence on M in Eq. (2.6), it 
follows that TJ2(M) =aM, where a is a constant, Byad
ding Eqs. (2.6) and (2.7) we now see that in view of the 
functional dependence on p and 1', ~(1') = by +c for con
stants band c. Substituting into (2.6) and (2.7), we ob-
tain 
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c=o, 

TJI( p) = (a - 3b)p, (2.8) 

and 

(a-3b)P8:[ln(;,)J =-2b. 

If a=3b, then from (2.8) b=O and hence a=O. Conse
quently ~=TJI=TJ2=O, and we obtain the trivial identity 
transformation (X=O). 

If a * 3b, then we can integrate (2.8) to obtain 

p=A p2(a-2b)/(a-3b)+B (a*2b,a*3b) (2.9) 

and 

(2.10) 

where A and B are constants. If a * b we may rewrite 
(2.9) in the form 

(2.11) 

where the "polytropic index," n = (a - 3b) / (a - b) * -1. To 
comply with condition (2. 5a) we mus t have B = 0 and 1 In 
>-1 (Le., n>Oorn<-1). Ifa=b, Eq. (2.9) becomes 

(2,12) 

and again B = 0 for the validity of condition (2. 5a). 
Equation (2.11) with B = 0 is the usual form for a poly
tropic gas, whereas (2.12) is the equation of state for an 
isothermal gas. 4 It is clear that Eq. (2.12) can be con
sidered as being obtained formally from (2.11) by let
ting n tend to infinity. 

In the general case where a",b, a",2b, anda*3b, or 
in the special case where a = 2b '" 3b (Le., n = -1), then 
X is proportional to 

8 a a 
(n -1)1'-8 - 2n p -

8 
+ (n - 3)M-

1
. 

l' P al\; 

If a = b * 3b (i. e., formally, n = 00), then X is proportion
al to 

The operator X has two independent invariants. These 
are readily seen to be Mr -(n-3)/ (n-I) and pr 2n/ (n-I) ifn * 1, 
and rand M I p if n = 1 (or any two independent functions 
of these invariants). 

In each case, the finite transformation generated by 
X is a simple rescaling: r- jr,p-gp,M-hM, where 
f, g, and h are constants. 

Un is finite, we put p<x(}2 and r<x~. The homology 
theorem of Chandrasekhar4 states that if (}( 1;) is a solu
tion, then so also is C 2

/ (n-I)(}(CO, where C is an arbi
trary constant. In our notation, this reduces to the ob
servation that pl/n r 2/(n-l) is invariant, or that the equa
tions are invariant under a transformation r - Ar, p 
_A-zn/(n-I)p, andM-A (n-3)/(n-I)AI. 

If n is infinite, we put p <X e-w and r <x~; the homology 
theorem states that if zt;(~) is a solution, then so also is 
zt;(C~) - 2 InC, where C is an arbitrary constant. It re
duces to the observation that p r z is invariant, or that 
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the equations are invariant under a transformation r 
-Ar, p_A-2p, and M-AM. 

Some aspects of the group properties discussed above 
are treated by Kurth,9 but from a different viewpoint. 

C. The relativistic static star 

The structure equations (we use geometrical units, in 
which G = c = 1) for a static star in general relativity are 

dp (p+p)(M +4lTY'p) 
dr=-- r2(1_2M/r} (2.13) 

and 

dAt 4 2 
dy = lTY p, (2.14) 

with the supplementary conditions (2.5). 

If P is independent of r, then from (2.13) either M 
+ 4lTY 3 p=-O or p =- -po In the fomer case it fOllows from 
(2.14) that p =- -ip. Thus in either case the equation of 
state is unrealistic. If p = 0, then by (2.5) p = 0 and this 
corresponds to the trivial solution where there is no 
star. We shall henceforth assume that pp' '4 o. 

In the general case, we proceed as in the Newtonian 
case above. However the calculations involved are con
siderably more complicated, and we shall omit algebra
ic details. The expression (2.2) becomes 

dT/1 (p) _ d~ (1') 
rip rir 

_ , e [ 1 (M + 4lTY 3 p) ] 1 a 
- ~(1) fly Inr2 (1- 21'v1/Y) +T/ (p) ep 

x r 1 (p+P)(M + 4lTY 3 P)] 2(M )_e_ [1 (M + 4lTY 3 P)] 
Ln p'(p) +T/ aMn(1_2M/Y) 

(2.15) 
and 

dT/2 (M) _ d~ (r) = 2~(Y) + T/
l

( p). 
dM dr l' P 

(2.16) 

From the functional dependence on M in (2.16), we have 
T/2(M}=aM+a, where a and a are constants. This im
plies that T/ l( p) = (a - 3b)p and Hr) = br + c /1.2, where b 
and c are constants. The conditions for compatibility of 
these relationships with Eq. (2.15) is found to be (i) a =b 

=c=a=O or (ii) a=b*3b, c=a=O. The first case cor
responds to the identity transformation (X = 0). The 
second case corresponds to the transformation genera
ted by X=r(a/er)-2p(e/ep)+M(a/eAJ). The quantities 
Iv! /r and pr 2 (or any two independent functions of them) 
are homologous invariants. The equation of state is 
necessarily p = (I' - l)p, where y is constant. Because of 
the close analogy between this case and that of the iso
thermal gas considered in the Newtonian case in Sec. 2B 
above, we obtain a homology theorem for the relativis
tic case: 

HomoloKY Theorem: For an isothermal gas in equi
librium in general relativity, if per) is a solution, then 
so also is C 2p(Cr), where C is an arbitrary constant. 

This is again equivalent to the observation that p r 2 is 
invariant, or that the equations are invariant under a 
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transformation r - Ay, p - A -2p, and M - AM. 

It is interesting to note that Michalski to has dis
covered that the most general continuous transformation 
which leaves the equations of stellar structure invariant 
in the nonstatic case (Le., explicit time dependence) is 
a homology transformation in which r - A r, p - A -2 p, 
and p- A -2p , thus forcing the equation of state p 
= (y - l}p. 

3. QUALITATIVE DESCRIPTION OF RELATIVISTIC 
STARS IN EQUILIBRIUM 

In this section, we discuss the structure equations 
(2.13) and (2.14) for a static star in general relativity, 
in the case where a homologous family of solutions ex
ists. As we have seen, this requires matter with an 
equation of state p = (I' - l)p, where I' is constant. 

It is convenient to express Eqs. (2.13) and (2.14) in 
terms of the homologous invariants 111 '" M /y and IJ. 
",4lTpr 2. 

They become 

dlJ. =_IJ._ [2 _ (5y - 4)111 - , J 
dt 1 - 2/J. (I' _ I) } fl (3.1) 

and 

dm 
Tt=/J.- m , (3.2) 

where I = In r. Since we are assuming throughout that 
pp' '10, it follows that yoi 1 and hence thal division by 
(1'-1) in (3.1) is justified. 

Equations (3.1) and (3.2) form a plane autonomous 
system of differential equations and one can depict the 
nature of the solutions in a diagram in the IJI - IJ. plane 
(see Fig. 1; cf. Refs. 11-14). Only the physically rele
vant region m > 0, IJ. > 0 is depicted. Those solutions for 
which IJ7 > 1/2 are not admissible, since they correspond 
to slars lying completely inside their Schwarzschild 
radii, i.e., to black holes, and condition (2.5b) cannot 
be satisfied. Of those solutions for which 0' 111< 1-'2, 
the majority are unrealistic since they cross the fl axis 
at finite t. T his has the interpretation that AI = 0 for 
some finite nonzero r 1; for realistic matter content, P 
2: 0, and so equation (2.14) shows that in lhis case con
dition (2.5b) is satisfied only if P'" 0 for 0 s r sri' which 
is absurd. 

There are two other solutions. One is represented in 
Fig. 1 by the center of the spiral, at the point P where 
Il=J1I =2(1' -1)/[(1'+2)2- 8]. Thus 

1 y-1 2(1'-1)1' 
P = 27T r 2' (y + 2)2 _ 8 and 11

,[ =(~ 2)2~8· 

This is the special solution of Misner and Zapolsky7; it 
is the relativistic analogue of a special singular solution 
described by Chandrasekhar4 for Newtonian poly tropes 
with index n satisfying 3 <11 s 00. The other "realistic" 
solution in Fig. 1 starts out at the origin (where l' = 0) 
and spirals into the point P. It possesses the property 
that p is finite and nonzero at r = 0, and it extends out to 
infinite values of r, the density decreasing approxi
mately as 1/1' 2, as in the Misner- zapolsky solution. 
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FIG. 1. Integral curves of the system (3.1) and (3.2) in the re
gion f.l> 0, m> O. The physically relevant solutions are that of 
Misner and Zapolsky (represented by the point P) and the solu
tion which starts at the origin, 0, and spirals into P. 

In each case the space-time metric is obtained from 
calculating the coefficients A(r) and B(r) in 

ds 2 = -B (y)dt 2 + A (y)dy 2 + r 2(d8 2 + sinz8 dcp2) . 

In order to satisfy Einstein's equations with A (0) finite, 
we must haveA(r)=[1-2mtl=[1-2M/r]-1; the func
tion B(r) must satisfy 

B'IB = -2p' /(p +p). 

Weinberg's solution2 of this, in the case where the 
model is asymptotically flat [Le., B(oo) = 1], is 

~ 2p' 
B(r) = exPj --dY 

r p +p 
(3.3) 

but this is valid only if the integral converges. This 
will be the case for a realistic model, where there is a 
region outside the star, but it is interesting to note that 
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there are cases where (3.3) is not valid. For instance, 
in the solution of Misner and Zapolsky described above, 
B 0: p(-2/y)(y-t> o:r(4!r)(Y-ll; however this solution is not 

asymptotically flat. 
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Complete integrability conditions of the Einstein-Petrov 
equations, type I 
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The post-Bianchi equations, defined as the integrability conditions of the Bianchi equations, are explicitly 
stated for the algebraically general (type I) Einstein-Petrov vacuum equations. A computer analysis of 
these equations has shown that they constitute a completely integrable set. Hence all conditions imposed by 
the Einstein equations of this type on the derivatives of the dependent variables are now known. 

This paper presents the results of one phase of a 
computer assisted study of the problem of obtaining the 
exact solutions of the vacuum Einstein equations. At 
this point, we have developed the full set of integrabili
ty conditions for the Einstein-Petrov equations in the 
algebraically general, type I, case. The result is that 
the post-Bianchi equations, which are the integrability 
conditions of the Bianchi identities, are themselves 
completely integrable modulo the other equations. 
These post- Bianchi equations are given explicitly in 
Newman-Penrose notation in Eqs. (22) below. 

Thus, all derivative conditions imposed by the Ein
stein-Petrov equations are now known. Some applica
tions of this result will be explored in another paper. 
Several points may be mentioned here, however. First, 
the explicit statement of all differential conditions may 
be helpful in obtaining new solutions directly. At least 
the nature of the arbitrary functions generating the most 
general local analytic solutions can now be described 
in full. In connection with this, the explicit expression 
of the full integrability set provides a mechanism for a 
straightforward proof of the local existence theorem 
using a Cauchy-Kowalewski type of theorem.! Finally, 
it should be noted that these results have invariant con
tent, since if the Petrov scalars are functionally inde
pendent, a unique canonical local coordinate system is 
obtained, as discussed in the Appendix. Different func
tional forms for metrics expressed in this standard co
ordinate system thus describe physically different met
rics. 

The general approach used in this work was described 
in a previous paper,2 with a very early version of the 
computer techniques presented in another. 3 The equa
tions of interest here are essentially the structure equa
tions, which define the connection and curvature forms, 
together with the condition that the curvature compon
ents be of the Petrov type I. Since the Lorentz orthonor
mal frame in which the curvature components have this 
form is not integrable in general it is necessary to use 
a differential geometric language adapted to such non
holonomic bases (sometimes also referred to as "tet
rads" or "moving frames"). The language of differen
tial forms, developed by Cartan, is most convenient for 
this purpose. The book by Misner, Thorne, and Wheel
er4 contains an extensive introduction to this formalism. 

Let w" be a Lorentz-orthonormal basis (tetrad, vier
bein) for the space of I-forms. Thus, the metric can 
be expressed 

1378 Journal of Mathematical Physics. Vol. 18, No.7, July 1977 

(1 ) 

where TI" s = diag(-1, 1, 1, 1). Since each we< is itself a 
form, it can be expressed in some local coordinate sys
tem in terms of components, w~, i = 0, 1,2,3, which 
transform as covariant vectors with respect to the co
ordinate index i. In general, we will use greek indices 
to denote components of objects relative to a form basis 
such as w", while latin indices will describe compon
ents relative to a coordinate basis. Thus if p is a 1-
form, 

(2) 

and, in particular, 

(3) 

Differentiation relative to a coordinate will be denoted 
by the usual comma notation while form derivatives are 
indicated by a vertical bar. Thus, if f is a function, 

df =f,;dx i =jlow", 

so that 

(4) 

(5) 

Since the results obtained in this paper are expressed in 
terms of form derivatives with respect to a basis such 
as w", or the Newman-Penrose complex null basis, it 
is necessary to use Eq. (5) to translate into ordinary, 
coordinate derivatives. However, these coordinates 
must be chosen in some standard, canonical way in or
der to maintain the invariance of the results. Two ap
proaches to this problem are discussed in the Appendix. 

The basic geometric equations in differential form no
tation are the Cartan structure equations. The first of 
these essentially defines the connection forms, w" s' 

(6) 

The components of the connection forms, y" s~, are 
sometimes referred to as the Ricci rotation coefficients 
of the frame WCf. The curvature forms, n" s' are given 
by the second structure equation, 

The usual Riemann curvature tensor components are 
then the components of n° s' 

(7) 

(8) 

The condition that the curvature components be of the 
type I form is most easily expressed in terms of the 
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complex notation for this problem introduced by Petrov 
in his original paper.s Petrov set out to solve the clas
sification problem for tensors having the algebraic 
properties of a Ricci-free Riemann tensor. Such ten
sors can be most conveniently analyzed in the SO(3,C) 
representation of the Lorentz group which makes use 
of the one-to-one correspondence between antisymmet
ric two-tensors and complex three-dimensional vectors. 
This correspondence can be established by associating 
the" electric" and "magnetic" parts of such a tensor 
with the real and imaginary parts of the complex vec
tor. Thus, if f et8 is the tensor, define 

(9) 

and 

(10) 

where a, b, •.. = 1, 2, 3, and Eabc is the alternating sym
bol. Then! «8 is associated with <Pa where, 

(11) 

Lorentz transformations on fa B are then associated with 
complex rotations on <Pa' In this notation, Ricci-free 
curvature tensors become complex three by three sym
metric traceless matrices. The Petrov problem is then 
one of finding a canonical form for such a matrix. The 
general type I situation is the one for which this ma
trix has three distinct eigenvalues and can be diagonal
ized. Of course, because of the condition of being 
traceless. the sum of these eigenvalues is zero. 

In order to make use of this complex notation in the 
structure equations from the start, let us replace the 
I-form basis, w", by the corresponding complex 2-
form basis, aa, defined by 

(12) 

Further, define the complexified connection forms, X a, 

by 

(13) 

In this notation, the Einstein-Petrov type I structure 
equations become 

(14) 

dX· - (~ka bcXb 1\ Xc = O'aaa (no sum on a). (15) 

Here O'a are the three complex Petrov scalars, whose 
sum is zero. From now on, WC1 will represent this pre
ferred basis. 

These, then, are the equations whose integrability 
structure must be investigated. Thus if two of these 
equations determine different derivatives of the same 
function, the differential consistency condition must be 
checked. Since we are using form derivatives, rather 
than ordinary commutative differentiation, such con
ditions have the form 

(16) 

The integrability conditions for the set (14) and (15) can 
be obtained simply by applying the exterior derivative 
operator, d, and using the fact that d2 =0. This then 
leads to the Bianchi conditions, 
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dO'" 1\ a" + (0'" - aC)Xb 1\ a C 
- (O'a - ab)XC 1\ u b = 0. (17) 

Here, and throughout the remainder of the paper, a, b, c, 
= cyclic(l, 2, 3) and the summation convention is sus
pended. The use of Eabc only complicates the notation. 
Using (12) these can be explicitly expanded to give 

a (" b )XC (C a)Xb 0'1.=01-0' b+O'-a c' 

a '( c a)Xb (b a)Xc O'lb=IO'-01 0+0'-0' a' 

a . (b Il)XC (" C)Xb 0'1c=10'-01 0+0'-0' 0' 

a '( c a)Xb .( b a)Xc 0'10=10'-0' b+ 101 -0' c' 

(IS) 

(19) 

(20) 

(21) 

It is straightforward to check that these equations are 
consistent with the condition ~ O'a = 0, so that there are 
only eight complex independent equations among them. 

The differential consistency of the set (1S)-(21) must 
now be checked, making use of (16). The computer was 
used to generate these conditions, the post-Bianchi 
equations, substituting where necessary for derivatives 
previously determined from the structure equations 
(14), (15), and the Bianchi equations themselves. 
Twelve equations were obtained of which only nine are 
independent. In full detail these equations are rather 
lengthy in this notation, However, they take a simpler 
form when expressed in the Newman-Penrose formal
ism, 

3w z(2T A - 2pv - 3VE + vjJ - VE + 3Af:l + A11 - Aa + IiA - Dv) 

+ Wo(-TE - TP HE - 30'11 - SaO' +pp - pIT +pii 

+3J,LK +8Ky - op +DT) = 0, (22a) 

3Wz(-AA+TK - 2ap - 5aE -aE - 1IV - vT +2J,L'\' + 5'\'y +AY 

+ K11 -Da)+Wo(Ap +4T1i + STO' +T1" - py - py -1TIT - 411K 

+ iJ.E + iJ,E - SyE - SYE + S0'1I +DIl- SDy) +4wz>lto = 0, 

3>1tz(-aK -pK +1IA - va +5,\,0' - 5KE +KE +,\,~ - 'O'\' -DK) 

+w o(Ta+4p1T+7pa -P~+1IE -1TE 

+rK - 4,\,/( - BYK - SEa +SO'E +5p +D1T - SDa) =0, 

3Wz( -Av - -ra - 5aj3 - aa + 1IJ.1.+ 511Y - IIY +'\'v + K~::-oa) 

+wo(M - SAj3 - 4TJ,L-TY +Ty +4av -piJ -1T~ -71lf:l 

(22b) 

(22c) 

+ J.1. a + SyJ3 + SEV + 011- S{3y) = 0, (22d) 

3>1tz(AA + 3T K - 2ap - 30'£ +aE - 31ft! - Sva + v1" + 2J.1.A 

+3AY - Ay+SK{3 - KIT +Da)+>lto(-Ap -T1" +4aA -4pJ.l 

-7py +py + 1T'ii -IlE - iJ,E + Syp + Sj3a - Saa - Slia -DIl) 

+4>1tzwo =0, 

3>1t z(t.{J +DIJ.+TT - py - py - 1f11 + Ilf. + iJ,E) 

+>lt o(-A,\,-Da+TK+2ap+3aE -aE -1fV-IIT 

- 2J.1.,\, -3AY +'\'y + KIT) = 0, 

3Wz(TE +TP - TE - a1T - p{3 +PIT - pa + J.1.K + op - Dv) 

+>lt o(2TA - 2pv - 511E - vp + liE + 5,\,{3 

- AIT +'\'a -IiA+DII) = 0, 
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3W2 (TO - pa - pf3 + 7fE - 7fE + 11K + Op +D7f) +wo( -OK 

+3PK - 37fil. - va - 3i1.a +iI.~ +3KE +KE - BiI. -DK) =0, 

3w2 (AT - Ty +Ty - pi) - 7f;\ + 1l{3 + 11 Ii + Oil) 

+W O( -.:l1J + 3Ta + 3a{3 - ali - 31J/1- 3/1Y 

+il.V+K;\-/1Y-Oo)=O. 

(22h) 

(22i) 

In order to translate from the SO(3, C) notation to New
man-Penrose (N-P), rewrite the metric (1) in terms 
of null form pA, A = 1, ... , 4, 

ds 2 = 2plp2 + 2p 3p4, (23) 

where 

pi = (w 3 _ wO)/i2, (24) 

p2 = (w3 + w0)jn, (25) 

p3 = (w2 + iw l )/{z, (26) 

p4=p-3. (27) 

Next, define Za, the complex connection forms adapted 
to the pA basis, 

Zl = (X2 
_ ix l )/2, 

Z2 = (X2 + iXl)/2, 

Z3 = iX3 /2. 

(28) 

(29) 

(30) 

It is important to note that the components ZaA are rel
ative to the basis pA while the X a

Cl are relative to the 
w". Thus, for example (28) implies that 

Z\ = i(X\ -X3 ,,)/2f'i. (31) 

The N-P formalism uses a basis closely related to the 
pA. The N-P derivative operators (D,.:l, 0, 6) are sim
ply form derivatives with respect to (_pl,p2,p\p4). The 
N-P spin coefficients are related to the zaA by 

ZlA =(7f, -v, -/1, -il.), 

Z2A = (K, -7, -0, -p), 

Z"A = (E, -y, -{3, -a). 

(32) 

(33) 

(34) 

Finally, the independent Petrov scalars, a l and a 2 are 
related to W 0 and W 2 by 

Wo = (a 1 
- 0'2)/2, 

w" = (a 1 + ( 2 )/2. 

(35) 

(36) 

These were used to derive Eqs. (22) from the corre
sponding SO(3, C) equations. 

The next step is to determine the integrability condi
tions generated by the post-Bianchi conditions. For ex
ample, in the X a notation, three different derivatives of 
Xlo are determined. The consistency of these determin
ations with (14) and (15) must be guaranteed, etc. The 
computation of these equations in detail proved to be 
enormously complicated and was accomplished entirely 
by computer techniques. The surprising result was 
that, in spite Of the intermediate complexity, when all 
substitutions for previously determined derivatives 
were rnade, the integrability conditions of Eqs. (22) 
turned out to be trivial, i.e., the structure equations, 
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plus Bianchi conditions, plus the post-Bianchi equations 
(22) are a completely integrable set. The Einstein-Pet
rov equations impose no further restrictions on the de
rivatives of dependent variables. 

That such a simple result should emerge from such 
enormously complicated intermediate stages probably 
indicates that it could have been anticipated without ex
plicit computation. However, it is not obvious how this 
can be done. For example, it is true that the post-Bi
anchi equations are themselves the integrability con
ditions developed from a preceding set. This however, 
does not imply that they should be completely integrable 
since the Bianchi conditions, themselves the integrabil
ity conditions of the structure equations, are not com
pletely integrable. This is so because supplementary 
conditions were placed on the components of the curva
ture forms. Otherwise, of course, the Bianchi condi
tions for an arbitrary curvature tensor are completely 
integrable. It might be expected that the restriction on 
the form of the curvature components would carryover 
to place nontrivial integrability conditions on the post
Bianchi equations. Nevertheless, this did not turn out 
to be the case. Perhaps an understanding of this prob
lem might provide further insight into the structure of 
the type I solutions. 

APPENDIX 

The Einstein-Petrov differential equations discussed 
in this paper have been described in terms of form, or 
N-P, derivatives, rather than the usual partial deriv
a Uves of field functions. However, actual solutions 
must be described in terms of the functional form of the 
field variables relative to some local coordinate sys
tem. Thus, in practice, it is necessary to introduce a 
coordinate system, and to define the w'''; used in (5). 
Here we will discuss two methods of defining such co
ordinate systems in a canonical way so as not to disturb 
the invariance of the results, showing in each case how 
the WCl; are determined by the equations. First, if the 
four real Petrov scalars are functionally independent, 
they can obviously serve as coordinates. In terms of 
the complex aa these coordinates, x;, i = 0,1,2,3, 
could be defined by 

a l = XU + iXl, 

a" = x" + ix3
, 

(Al) 

(A2) 

assuming of course that the real part of a 1 is a time
like function. (Recall that a 3 = _a 1 

- a 2
.) If not, obvious 

changes could be made. Taking the exterior derivatives 
of (Al) and (A2) and using (4) we find that we can obtain 
all of the form derivatives, ).), 8' of these canonical co
ordinates in terms of the aal B' However, these latter 
quantities are determined by the Bianchi conditions, 
(18)-(21). Finally, the W"i can be computed as the in
verse of /, 8 since 

(A3) 

On the other hand, if the Petrov functions are not fully 
independent a canonical coordinate system can still be 
defined in terms of the uniquely defined wet;, up to an 
arbitrary choice of origin as shown by the following the-
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orem. 

Theorem: Given four independent forms wei defined 
over a neighborhood U of a point P, there exists a 
unique coordinate system, Xi, defined over a neighbor
hood V of P with VCU and Xi (P) = 0 and for which 

The proof of this theorem is r;iven in detail in another 
paper.6 Intuitively, the idea is as follows. Let c" be 
the tangent vector basis dual to wei. starting from P, 
the .r line is defined as the unique curve through P tan
gent to e3 with proper distance providing the coordinate 
scale. This gives the X

O = Xl = X Z = 0 line. Next, starting 
from points with so-defined .r values along this line, 
proceed out along the unique curves tangent to e2

, with 
proper distance providing the x2 coordinate scale. This 
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defines the Xl, x2 coordinates over the surface X
O = Xl = O. 

Continuing in this manner, the coordinate patch having 
the required properties can be constructed. 

In this case the values of Well are obtained by inte
grating the structure equations (6) using the theorem's 
results as initial values. Thus, w a

o are fully deter
mined, while w" I can be found by integrating (6) with re
spect to x O

, using the fact that WCX I = (F I at XO = O. Similar 
results hold for the other components. 

*Work supported in part by a grant from the Research Corpor-
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The SO(3) orbits of the spin·one mixed states, contained in each SU(3) orbit are shown to be 
characterized by the squares (defined by means of a symmetric bilinear form) of the eigenvectors of the 
density matrices. The orbits of matrices diagonalizable by a rotation in a spherical basis are deduced, and 
quadrupole matrices are considered as a special case, 

Recently, Bacry' has given a graphical representation 
of the pure states of spin j by putting 2j points on the 
sphere S2, and from it, he has deduced the stability 
groups of the states. In particular he has determined 
the orbits and the strata of pure states of spin one. Our 
purpose is to find the orbits and the strata of the mixed 
states of spin one which are described by a density ma
trix belonging to the polarization domain D,.2 

For this we first characterize the orbits of pure states 
by the squares of the states defined by means of a sym
metric bilinear form and we give the connection with 
Bacry's representation. Then we consider the action of 
the SU(3) group on D, and we label the SU(3) orbits of 
D, by the eigenvalues of the density matrices. Finally 
we show that the SO(3) orbits of Dl> contained in a given 
SU(3) orbit of D, can be characterized by the squares of 
the eigenvectors, and that, for Simple (nondegenerate) 
eig'envalues, the domain of these squares is a tetrahe
dron. 

As an application, we give the conditions which a den
sity matrix must satisfy to be diagonalizable by a rota
tion in a given spherical basis. We deduce thus, the 
SO(3) orbits of such matrices and pay special attention 
to the particular case of quadrupole matrices. We also 
show that each SU(3) orbit of D, contains only one SO(3) 
orbit of quadrupole matrices. 

1. SO(3) ORBITS OF PURE STATES 

Let us conSider the antiunitary operator A induced by 
the time reversal operation,3 on the pure spin-one 
states, described by rays in the Hilbert space of dimen
sion three, H 3' Its action on the spherical baSis 1m) 
(m = + 1, 0, -1) of H3 is defined by 

A I m) = (_l)'+ml_m) , (1) 

and, on an arbitrary state I <P > = 2J In .pm\ m) by 

A.p=L.; cpm*Alm)=L.; (_w+m.pm*l_m). (2) 
'" m 

This operator A is an involution and Hermitian (A =A -1 

= A t). Note that in a given spherical baSiS, it can be 
expressed as the product of the complex conjugation K 
times the Wigner matrix 

(3) 

The Wigner matrices D'(R) are unitary in a spherical 
basis but orthogonal (i.e., real) in a Cartesian one. 
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This property can be expressed in terms of the operator 
A in the following way. 

All the matrices D'(R) commute with A and conversely 
each SU(3) matrix commuting with A is a matrix D'(R) 

VUESU(3), (A,Uj=0<?3RESO(3), U=D'(R) , (4) 

The Hermitian product of H3 and the antiunitary oper
ator A allow us to define the symmetric bilinear form 

( 5) 

From the preceding property of operator A, it follows 
that this form is also rotation invariant. Conver sely, 
each SU(3) matrix keeping this form invariant is a Wig
ner matrix D'(R) 

V UESU(3), (U'P,UiJ!) = ('P,iJ!)<? 3 RF'cSO(3), U=D'(R). 

(6) 

This last property, essential for the following, is only 
valid in the spin-one case where the representation 
D'(R) has the same dimension as the element R of the 
rotation group. 

Let us define the square of a vector of H3 as the mod
ulus of the bilinear form 

with the property 

('P1'P)=1~0"'1('P,'P)1~1. 

(7) 

(8) 

For example, the squares of the elements of the spher
ical basis 1 rn) are 

square of Im)=lml, 1+1=1-1=0, andIOI=!. (9) 

In fact, the states are rays in H3 , Le., unit elements up 
to an arbitrary phase. This arbitrariness could be 
eliminated by reqUiring that the elements of H3 describ
ing pure states have a real, positive bilinear form 
('P, 'P). This additional condition fixes the arbitrary 
phase. 

Rotational invariance of the bilinear form and the ar
bitrariness of the phase imply that two rays in H3 are on 
the same SO(3) orbit 0 iff they have the same square 

(10) 

In other words, the squares of the rays characterize the 
SO(3) orbits of rays in H3 , 

(11) 
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In the spherical basis 1m) of H3 , we can choose as a 
representative of the orbit corresponding to the square 
x E [0,1] the state 1 x) defined by 

1 x) =1r=X 1+ 1) +Vx 10) . (12) 

The stabilizers of these states are easily determined. 
They are, up to an SO(3) conjugacy, 

(i) x=o: S0(2)={D 1(0',0,0)} withO'E[0,211J, 

(ii) 0<x<1: Z2={I,D 1(11,ex ,0)} 

with cosex = (1 - 3x)/(1 +x) , 

(iii) x=1: S[0(2)XZ 2 ]={D 1(0',0,0),D 1(0,11,0)} 

with ll!E (0, 211] . 

""0(2) . 

(13) 

In the Bacry representation, each state is represented 
by . 'iVO points, not necessarily distinct, on the unit 
sphere 52 embedded in R3. If we choose the same frame 
in R3 as is used to define the spherical basis, then the 
representative states 1 x) are represented by the north 
pole of the sphere and the point with spherical coordin
ates (ex, 0) shown in Fig. 1. To characterize the orbits, 
Bacry uses ex, readily related to x by the above formula 
(13). 

The space of pure states then splits into three strata 
(unions of orbits with the same stabilizer up to conjug
acy): {SO(2)}, {zJ, and {0(2)} corresponding to the 
three previous stabilizers. The strata {SO(2)} and 
{0(2)} each consist of just one two-dimensional orbit 
with x=O, eo=o, and x=1, e1 =11. The stratum {Z2} is 
a continuous set of three-dimensional orbits character
ized by ° < x < 1 or ° < ex < 11 . 

Now let us consider some properties of the bilinear 
form which will be used below. First, if two vectors of 
H3 are orthonormal, then they satisfy the inequality 

1('P,l/J)j2;;.(1-1'P\)(1-1l/J1) . (14) 

Actually let 'P and l/J be two orthonormal vectors. If 
IIj!I = x, there exists a rotation R such that 

Dl(R)lJ! =Vx 10) +ff=X 1+) . 

In writing Dl(R)'P under the form 

3 

N 

2 

FIG. 1. Bacry representation of the representative states Ix) 
= ,)1- x 1+) + v'xIO) with cosllx = (1_ 3x)/(1+ x). 
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we obtain 

('P, lJ!) = e-2iA
( eiAD 1(R)'P, eP'D 1 (R)Ij!) 

But 

('P, Ij!) = (D1(R)'P , Dl(R)Ij!) = ei~(rx Yo +,f 1 - x yn = 0, 

then 

1 ('P, l/JW = (1 - x) 1 y! + y _12 = (1 - x) [1 - y~ + 2 Re( y+y J] . 

Now 

e 2iA ('P, 'P) = (e iAD 1(R)'P, e iAD1(R)'P) = y~ + 2y+y _ , 

hence 

1('P,i/J)j2= (1- x)[1 + Re (e 2iA ('P , 'P»] 

;;. (1 - x)[1 - le 21A ('P, 'P)I ] , 

from which follows the inequality (14). If three vectors 
'P I (i = 1, 2, 3) form an orthonormal set, the bilinear 
forms satisfy 

3 

~1('Pj,'Pj)12=1, V j=1,2,3, 
i~l 

which implies 

21 ('P I, 'P j)j2 = 1 + 1 'P k 12 - I'P i 12 - 1 'P j 12 , 

(i,j, k) = perm(1, 2, 3) . 

(15) 

(16) 

Combining relations (14) and (16) we obtain four in
equalities for the squares of the vectors of an orthonor
mal basis 

3 3 

~1'Pil;;'1, ~1'Pd~1+21'Pjl, vj=1,2,3. (17) 
I~ 1 j = 1 

If we consider two orthonormal sets {'Pi}, {Ij!j}, Eq. (16) 
implies the equivalence 

ll/Jil=I'P.I, i=1,2,3 

<*1 (l/JI, !J;j)1 = I('PI, 'Pj)1 V i,j = 1,2,3, (18) 

which allows us to show that, if the squares of the ele
ments of two orthogonal bases are respectively equal, 
these bases are related by a rotation, up to multiplica
tions by phase factors. Thus 

ll/Jil=I'Pil. i=1,2,3 

i= 1,2, 3, 

where the phases O'i are defined by (!J;i,l/ij) 
= exp[i(O'I + O'j)] ('PI' 'Pi)' 

2. SU(3) ORBITS OF MIXED STATES 

(19) 

MiXed states are described by 3 x 3 density matrices 
belonging to the polarization domain D 1 of the 3 x 3 Her
mitian, positive, and unit trace matrices. The density 
matrices can be diagonalized by an SU(3) transforma
tion. The SU(3) orbits of D1 only depend on the eigen
values of the matrices and can be parametrized by two 
eigenvalues A1 and A2 such that 

(20) 
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The corresponding domain is the triangle [NPFI repre
sented in Fig'. 2. These orbits can be gathered into 
three strata corresponding to different multiplicities of 
the eigenvalues1

: 

(i) A tYijJle eigenvalue A = t 
The nonpolarized state Po = t 1 is the fixed point wi th 

the entire SU(3) group as its stabilizer. In itself it 
forms an orbit and a stratum 

(ii) A double eigenmlue 
This stratum with stabilizer SlU(2) x U(l)j "" U(2) is the 

union of two disjoint continuous subsets defined by 

0 ·<·' =' ,I d l .. , =~ <..!. 
- 11.1 "2 .... 3 an 3' 11.2 2 -. 2 (21) 

represented by the segments (NPj and (NFJ respectively 
in Fig. 2. All the orbits of this stratum have dimension 
four and are in a 1-1 correspondence with the space of 
pure states. Note also that each subset contains an eX
ceptional orbit (Le" an orbit the elements of which have 
rank less than three) corresponding to the points P and 
F in Fig. 2, 

orbi t of the pure states (rank = 1), 

orbit of rank-2 matrices belonging to the boundary of 0
" 

(iii) Thyee single eigenvalues 
The stabilizer U(l)X U(l) of this stratum is given by 

the Cartan algebra of SU(3). In Fig. 2 this stratum is 
represented by the triangle [NPF] without the sides NP 
and NF. Each orbit has dimension six. This two-di
mensional stratum contains a one-dimensional subset of 
exceptional orbits of rank-two matrices belonging to the 
boundary of 0 , and represented by the open segment 
(PF) in Fig. 2. 

3. SO(3) ORBITS OF MIXED STATES 

Since the rotation group SO(3) is a subgroup of SU(3), 
the SO(3) orbits are contained in the SU(3) ones. We 
consider a given SU(3) orbit and we wish to determine 
the SO(3) orbits contained in it and their stabilizers. 
All the matrices in an SU(3) orbit have the same eigen-

112 F 

1/3 ----- .. --- N 

p 
1/3 

FIG. 2. SU (3) orbits and strata of the polarization domain 01, 

Each orbit is a point (AI' Az) belonging to the triangle (NPF) de
fined by 0:<' AI :5 A2 and AI + 2A2:<' 1. The three strata are 
{N}, (NPl u(NFJ, andA[NFPl\[NPlu [NFl. 
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values characterizing this orbit. The contained SO(3) 
orbits hence only depend on the eigenvectors and more 
specifically on their squares. 

Let us study the different types of orbits belonging to 
the three SU(3) strata of D l defined in the previous sec
tion: 

(i) A tYiple eigenvalue 
The nonpolarized state is obviously also t he fixed point 

for the rotation group. It is in itself an orbit and a stra
tum with stabilizer SO(3). 

(ii) A double eigellvalue 
In this case, the density matrix can be expressed as 

(22) 

where Ad and As are respectively the double and the 
simple eigenvalues, and I s) the eigenvector associated 
with As, is the only unknown. We are thus in the sal"", 
situation as for pure states, we can characterize the 
SO(3) orbits by the square lsi of Is), and the stabilizer 
of P is the stabilizer of Is). 

Thus SU(3) stratum can thus be split into 80(3) orbits 
of dimension two or three, characterized by the simple 
eigenvalue As and the square 151 of the associated eigen
vector, 

O"As<~ (A2=A) or ~<.As~I(A,=A2) and 0,·151,1. 

(23) 

The stabilizer of each pure state I s) has already been 
given in Sec. 1. 

(iii) Tlwee silllple eigenvalues 
In this most general ease the eigenvalues are labeled 

unambiguously by A1 < A2 < A3 and each density matrix can 
be written as 

3 3 

p=~ Ai l4-'i)<4-'ii with ~ Ai = 1, (24) 
j:::l i::J 

where the eigenvectors form a complete orthonormal 
set. 

Making use of the uniqueness (up to arbitrary phases) 
of expansion (24) and property (19) of orthonormal sets, 
one easily shows that two matrices with the same eigen
values (which must be simple) are on the same SO(3) 
oribt iff the associated eigenvectors have the same 
squares, respectively. The four inequalities (17) hold 
for the orthonormal set of eigenvectors. In the three
dimensional space 1",,;1, i=I,2,3, they define a regular 
tetrahedron with vertices V 1(1,0,0), \'2(0,1,0), 
V

3
(0,O,I), and 1'(1,1, 1) plotted in Fig. 3. 

Hence any SU(3) orlJi t of LJ 1 charact.erized by three 
simple eigenvalues splits into a three-dimensional set 
of SO(3) orbits represenled by this tetrahedron. The 
stabilizer of a matrix is the intersection of the stabili
zers of these eigenvectors but in fact, because of the 
completeness of the eigenvectors, it is sufficient to take 
the intersection of only lWO of them. For the different 
points of the tetrahedron, the stabilizers are W,j, k) 
= perm (1,2,3)]: 

(i)S[0(2)XZ21""0(2) for 14111=14-'21=14-'31=1 (vertex 
V in Fig. 3), 
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V, ,/ 
14'11 

,I tf13 \ 

FIG. 3. SO(3) orbits of OJ included in a SU(3) orbit with given 
Aj < A2 < A3' Each orbit is a point (I 'P! I, I <P2W <P31) in the tetra
hedron (VVj V2 Vs) defined by .0~=jl <pil "" 1, 61=jl <pil ""1+ 21 <pjl, 
.i = 1, 2,3. The vertices Vj V2 V3 correspond to matrices diagonal
izable by rotation and the vertex V to quadrupole matrices. 

(ii) 30(2) for l<Pil = 1, l<Pll = l<Phl =0 (vertices Vi in Fig. 
3), i=1,2,3, 

(iii) Z z for I<pd = 1, 0 < I<pj 1= I<PRI < 1 (open segments 
VV i in Fig. 3), i=1,2,3, 

(iv) I for .0 i I<p i I ~ 1, .0 i I<p i I < 1+ 21<p j I, j = 1, 2, 3 
(the tetrahedron without the segments VV i in Fig. 3). 

The polarization domain 1)1 can thus be split into five 
strata according to the different stabilizers. These 
strata are listed in Table 1. For each stratum, we give 
the dimension of the orbits, the subsets of the stratum 
and their dimension. 

This characterization of the 30(3) orbits of D 1 gives 
us a simple answer to the following question: Which are 
the density matrices diagonalizable by a rotation in a 

spherical basis? Such matrices belong to the same or
bit as a diagonal matrix (in a given spherical basis). 
The orthonormal set of eigenvectors must satisfy 

\<P1\=1, I<fiJI = l<Pkl =0, (i,j,k)=perm (1,2,3). (25) 

If the three eigenvalues are different, condition (ii) de
fines three two-dimensional sets of orbits represented 
by the triangle (NPF) without NP, NF in Fig. 2 and the 
vertices V l' V 2' V 3 of the tetrahedron in Fig. 3. When 
one eigenvalue is double, the matrix is diagonalizable 
iff the square of the eigenvector associated to the simple 
eigenvalue is either 0 or 1 (of course, Po is diagonal 
in any basis). 

Note that the action of the rotation group on D1 is not 
irreducible. The tensor product Dl(R)® Dl(R) can be 
reduced to the sum DO(R) + Dl(R) + D2(R). Correspond
ingly, the domain 0 1 splits into subspaces globally in
variant under rotations and each matrix of D 1 is a sum 
of elements of these subspaces: 

(26) 
P=PO+Pl+P2' PL'C_01(L), L=1,2. 

Using the antiunitary operator, we define a new matrix 
p having the following property: 

(27) 

A particular case, very important for practical applica
tions,50ccurswhen p1=0, Le., P=P. The corresponding 
matrices are quadrupole ones. We can ask which are the 
orbits of quadrupole matrices (besides po)' The condi
tion P = P implies 

(i) I<p 11 = l<Pzl = 1<fi31:o 1 if A1 < A2 < A3 (vertex V in Fig. 3), 

(ii) l<Psl = 1 if As is simple and Ad double. 

Two eigenvalues are then sufficient to characterize the 

TABLE I. SO(3) strata of the polarization domain OJ, the orbits characterized by the eigen
values Ai of the matrices and the squares I <Pi I of the associated eigenvectors. 

Stabilizers 

SO(3) 

0(2) 

SO(2) 

I 

Dim. of 
orbits 

o 

2 

2 

3 

3 

Subsets of the strata 
(i ,j, k) = perm(l, 2, 3) 

{Aj <A2=A3' I<pjl =l} 

{At = A2 <As, I CPsl = I} 

{At < A2 < A3' I <ptl = 1<P21 = I CPs I = 1} 

{Aj<A2=AS,I<pjl=o} 

{Al=A,/<A3,I<Psl=o} 

{A[<A2<A3' Icp il=1, l<pjl=l<pkl=o, i=1,2,3} 

{A[<A2=AS' o<i<pjl <I} 

{A[ =A2<A3, 0< 1<P31 < 1} 

{Aj <A2<A3' I <Pi I =1,0< Icpjl =1<Pkl < 1, i=1,2,3} 

{Aj < A2 < A3, t Icpil ~1, ~ I <Pi I < 1+ 21 <Pi I , j= 1, 2, 3} 
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Dim. of 
subsets 

o 

1 

1 

2 

1 

1 

2 

2 

2 

3 

5 

M. Daumens and M. Perroud 1385 



                                                                                                                                    

SO(3) orbits of the quadrupole matrices of f)1' This 
means that each 8U(3) orbit of f)1 contains one and only 
one SO(3) orbit of quadrupole matrices. Doncel, Michel, 
and Minnaert6 have already characterized the quadrupole 
orbits for arbitrary spins by means of two invariants 
which are functions of the eigenvalues. 

The matrix P allows us to build rotational invariants 
which can be used to characterize the SO(3) orbits of 
f)1' Similarly, instead of the eigenvalues, the degree of 
polarization and the determinant of the density matrices 
can be used to specify the SU(3) orbits, of f)1' These 
quantities and their relations to the eigenvalues and the 
squares of the eigenvectors are given in the Appendix. 

Fano in Ref. 7 characterizes the states of a spin one
particle in a weak external electromagnetic field. This 
problem is actually equivalent to characterize the orbits 
of the rotation group. Fano chooses a frame in which 

(J1Jj +JjJ j ) =0, i* j. 

The density matrix here takes the form 
3 

p=~I+1z 6 (Ji)J j +-t(Qo)Qo -1z(Q2) Q2 
i=l 

where Qo= 3Ji - 2, Q2=J~ -J~. The five parameters 
which label the orbits are given by the three components 
of (J), (Q 0)' and (Q 2)' It is to be noticed that this la
beling is not invariant by rotation. Moreover the range 
of these five parameters is of a rather complicated na
ture. 

In conclusion, this method of characterizing the 80(3) 
orbits contained in the orbits of the special unitary group 
could be generalized for higher spin density matrices, 
but unfortunately contrary to the spin-one case, we do 
not have a simple parametrization of the orbits of pure 
states for arbitrary spins. 
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APPENDIX 

To characterize the SU(3) orbits of 0 1, instead of two 
eigenvalues, we can use, the degree of polarization and 
the determinant up to a numerical factor. They are re
lated to the eigenvalues by 

1386 

d= [~(3 trp2 _1)]1/2= [1- 3(il.1 + il.2 - iI./I.2 -il.~ - A~W/2, 

(AI) 
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(A2) 

Then each orbit is a point (d, A) in the domain defined 
by the inequalities 

(A3) 

with 

A ± = 1 - 3d2 ± 2d3 
• (A4) 

The matrix P associated to p, see Eq. (A2), can be 
written as 

(A5) 

and because of the commutation rule (4) the quantities 

trp"p1n=L; (il. j )"(il.j)m!(cpj,cpj)j2 (A6) 
I.J 

are rotational invariants [but not invariants under the 
action of 8U(3)]. By using Eq. (20), they can be ex
pressed as quadratic functions of the squares of the 
eigenvectors. To characterize the 80(3) orbits we can 
choose in addition to the two SU(3) invariants the three 
independent quantities trPP, trp2p, trp2p2. However these 
quantities are quadratic on the squares and the bounds 
(21) cannot be easily applied to them. 
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By constructing the appropriate generating functions, the eigenvalues of the Casimir operators for the 
orthogonal and the symplectic groups are expressed in terms of power sums which are formally the same 
for the O(2n), Sp(2n), O(2n+l) groups as for the U(n) groups. The results for the 0(2n), Sp(2n), and 
the O(2n+l) groups are written as the corresponding results for the U(n) groups plus very simple 
correction terms. This approach unifies the treatment of the problem for the semisimple Lie groups. 
Explicit evaluation of the eigenvalues of the Casimir operators becomes very simple. 

1. INTRODUCTION 

The computation of the eigenvalues of the Casimir 
operators (the invariant operators) of the semisimple 
Lie groups has received considerable attention in the 
literature. 1-8 In a recent paper9 (hereafter referred to 
as I), the authors, by diagonalizing directly the matrices 
introduced by Perelomov and Popov, obtained the eigen
values Cp of the Casimir operators of order p of the 
orthogonal and the symplectic groups in a closed and 
simple form which is convenient for studying their 
structures [Eq. (2.1) below]. In particular, this form 
manifests the asymptotic behavior of the Cp for large p. 
However, its main shortcoming is that each term in the 
sum is a/ractional function of the variable :\; whereas 
the quantity Cp , as a whole, is indeed a polynomial. 
Clearly, there must be cancellations. Also since each 
term contains products of 2n[ (2n + 1) 1 factors for the 
cases of O(2n) and Sp(2n) [O(2n + 1)], the calculations 
using Eq. (2.1) become tedious except for very small 
values of n, 

In what fOllows, we derive the appropriate generating 
functions G(z) for the orthogonal and the symplectic 
groups analogous to the ones of Perelomov and Popov 
for the unitary groups. Then we are able to express 
the eigenvalues Cp for the orthogonal and the symplectic 
groups as a finite series of power sums, which are 
formally the same for the U(n), O(2n), Sp(2n), and the 
O(2n + 1) groups, Our answers are extremely simple, 
and manifest the correction ellects obtained for the 
O(2n), Sp(2n), and O(2n + 1) groups from the corre
sponding results for the U(n) groups [Eqs. (4.9) and 
(4.15)]. Also it turns out that the answers for the 
O(2n + 1) groups are formally obtainable from those for 
the O(2n) groups by simply replacing n by n +~. Our 
work, which follows closely the work of Ref. 3 for the 
unitary groups, thus unifies the treatment of this prob
lem for the semisimple Lie groups. 

This paper is arranged as follows: Section 2 contains 
an outline of our notations together with some of the re
sults derived in I which are relevant for our present 
discussion. In Sec. 3, the generating functions G(z) for 
the eigenvalues of the Casimir operators are derived 
for the orthogonal and the symplectic groups. The 
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G(z)'s as well as the C,'s are then expressed in terms 
of the power sums Sk in Sec. 4 which contains the key 
results of this paper. Section 5 deals with the more 
explicit evaluation of these eigenvalues for particular 
values of p and for special types of representations. 

2. NOTATION 

We restrict our considerations to tensor representa
tions only. The irreducible (tensor) representations of 
the orthogonal and the symplectic groups may be char
acterized9 by n integers In.!n-1' .. , ,/1 ordered such that 

In ~ In-1 ~ • 0 • ~ 110 

These n integers are the eigenvalues of the n diagonal 
generators of these groups in the highest state of the 
representation. In the following we require I; (- n ~ i ~ n) 
where the i_I are related to II by 

I_I =-il' 

(Consistently this implies that io = 0 for the case of the 
O(2n + 1) groups. ] 

The eigenvalue Cp<t1,h, 0 • .!n) of the Casimir operator 
of order p corresponding to this representation charac
terized by In, In-1, 0 • 0 ,It has been shown [Eq. (3.6) in I] 
to be 

where the terms in {} apply to the O(2n), Sp(2n), and 
O(2n + 1) respectively, and the summation as well as 
the products in the denominators include zero only for 
the case of the O(2n + 1). In the above equations [as is 
displayed in Eq. (2.14) in I] 

for the O(2n): 

:\1 =11 + n + i - (1 + el ) (2.2) 

and 

:\_1 = - :\; + 2n - 2, (2.3) 
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for the Sp(2n): 

and 

A_I = - Ai + 2n, 

for the 0(2n + 1): 

Ai = fl + n + i - e 01, 

A_I cc: - ;\; + 2n - 1 (i *- 0), 

and 

AO=n 

where 

E1 =1,-1,Ofori>0, i<O, andi=O, 

respectively, and 

eJI =1 (0) for j< i (j? 0. 

(2.4) 

(2.5) 

(2,6) 

(2.7) 

(2.8) 

We may also introduce10 the power sums Sk defined 
by 

n 

Sk= 6 N-pn, 
l:-n 

(2.9) 

where 

Pi =;\i -fi =n+i- (1 +Ei),n+i,n+i- eOI , (2.10) 

for 0(2n), Sp(2n), and 0(2n + 1) groups, respectively. 
Evidently 

SO=S1=0. (2.11) 

Using Eqs. (2.3), (2.5), (2.7), and (2.8), we can re
write Eq. (2.1) in the form 

Ai - n-~ 
;\1 - n-1 

(2.12) 

where again the summation and the products include 
zero only for the 0(2n + 1) groups. 

3. THE GENERATING FUNCTIONS 

(a) The case of the 0(2n) and the Sp(2n) groups: We 
now transform Eq. (2.12) into a "contour integral" in 
the A plane,11 obtaining 

C =-~ fdU! ;\-n±~ f1 
p 21Tt A-n±z i=-n 

1---( 1) 
A-Ai 

n 

~ 1) 1----
n Of ~ - Ai 

(3.1) 

where the upper (lower) sign applies to the 0(2n) [Sp(2n)} 
case. This convention is to be understood throughout. 
The path of the integration may be taken (in a positive 
sense) along any large circle with the origin as center 
and containing all the poles of the integrand in A. Note 
that the additional term in Eq. (3.1) above takes into 
account the pole at A = n Of t present in the integrand 
which has no counterpart term in the expression in 
Eq. (2.12). 
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Using Eqs. (2.3) and (2.5), it is easy to show that 

n ( 1) Il 1- =1, 
t=_" n'f t - Ai 

so that, making the change of variable A = l/z, Eq. (3.1) 
becomes 

(3.2) 

where 

(1_-Z ) 
1 - Aiz . 

(3.3) 

In Eq. (3.2), the integration is taken (in the positive 
sense) along any closed path containing the origin but 
excluding all the poles in the functionf(z). 

From Eq. (3.2), it is clear that the quantity ± Hn - ~Y' 
- Cp is the coefficient of zP+1 in the Taylor series expan
sion off(z) about the origin, i. e., 

~ 

fez) =1- 6 (Cp'f HnOf W)zfJ+1. 
. p=o 

(3.4) 

In terms of the generating function G(z) defined by 
00 

G(z)= 6 C zP 
p=o P , 

(3.5) 

Eq. (3.4) can be rewritten as12 

00 

zG(z)=l-f(z)±t 6 (n'f~Y'zP+1, 
. p=o 

(3.6) 

wheref(z) is given in Eq. (3.3). 

(b) The case of the 0(2n+ 1) groups: The "contour 
integral representation" for the Cp in this case is11 

1 f A-n-i n ( 1) Cp = - 2rri dA AfJ '--~n --1- Il 1- --
• " i =-n A - Ai 

Ip n ( 1) +2n.Il 1-~ . 
'=-n n t 

(3.7) 

;<0 

We remark that in the derivation of the above equa
tion, the following points were especially noted: 

(i) The factor in the product in the integrand corre
sponding to i = 0 eliminates the apparent pole at A = n + 1. 

(ii) The term corresponding to i = 0 in the summation 
in Eq. (2.11) is not correctly reproduced by the residue 
at the pole at A = Ao =n in Eq. (3,7), The additional term 
in this equation is to make up for this deficiency. 

As in case (a) above, using Eq. (2.7), it can be easily 
shown that 

n (1- ~1_) =1, 
i=.n n - Ai 

;<0 

so that on changing the variable of integration to z = l/A, 
Eq. (3.7) becomes 

c -- _1_ f f(z)dz +1. p 
p- 21Ti ~ 2

n , 

where 

fez) = 1 -en + 1)z rl 
l-(n + l)z ;=-n ( 1 Z) 

- 1- A1z 

c.o. Nwachuku and M.A. Rashid 

(3.8) 

(3.9) 
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in terms of which, the generating function for the 
O(2n + 1) groups takes the form12 

zG(z) = 1 - fez) + ~ '5: n P zP+l. N 
(3.10) 

4. EXPRESSION OF THE GENERATING FUNCTIONS 
AND THE EIGENVALUES OF THE CASIMIR 
OPERATORS IN TERMS OF THE POWER SUMS 

(a) The case of the O(2n) and the Sp(2n) groups: 
Equation (3. 3) leads to 

lnf(z) = - ~ Zk [en'!' l)k _ (n'!' ~)k + t «Ai + 1)k - A~)]. 
k=1 k i:_n 

(4.1) 

Next we try to express Li=-n[(Aj + l)k - An in terms of 
power sums which were defined in Eq. (2.9). Indeed 

i'§. «Ai + l)k - A~) = ~ (k,) Lt-n (\1- pf) + i~ Pi] 

= If (k,) s, + t «Pi + 1)~ -~) 
'=0 i:-n 

k-l 
= ~ (k,) SI + (2n'!' l)k +nk - (n+ l)k. (4.2) 

'co 

In the last step above, Eq. (2.10) has been used. 

The above two equations lead to 
~ k k-l 

lnf(z)=-~ ~ (2n'!'1)k+nk_(n'!'~)k+ ~(k/)5/ (4.3) 
k=1 k /=0 

or 

f( ) - [1-(2n+1)z](1-nz) [_rh()] 
. Z -- [l-(n+i)z] exp 'I' z (4.4) 

where, since 50 = 51 = 0 [Eq. (2.11)], 

- 1 k~ 
¢(z)= ~ akzk, ak=-k ~ (k,)5,. 

k=3 '=2 
(4.5) 

Combining Eqs. (3.6) and (4.4) results in 

1 
G(z)= z[1-(n+~)z] {1-(n+1)z-[l-(2n+1)z](l-nz) 

x exp(- ¢(z)}. 

(4.6) 

Further simplication is achieved by introducing the 
quantities Bp defined by3 

-exp[-rp(z)]=l- ~ Bpzp+t (or B o=B1 =0) (4.7) 
p=2 

in terms of which 
00 OQ 1>-1 

G(z)=2n+ If (Bp-n Bp_1)zl>- E ~ 
x (Bq-nBq_t)(n'fW-Qzp. (4.8) 

Comparing Eq. (4. 8) with the definition of G(z) in 
Eq. (3.5), we finally obtain 

p_l 
Cp = 2nopo + (Bp - n Bp_1) - ~ (Bq - n B q_1)(n'f ~Y-". (4.9) 

.=1 

(b) The case of the O(2n + 1) groups: For this case, 
Eq. (2. 10) gives 
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n k_l 
~ [(A;+1)k-An= ~ (k,)S, + (2n)k + (n+1)k-w (4.10) 

I=-n '=0 

which when substituted into lnf(z) computed from 
Eq. (3.9) results in 

~ k ~ 

lnf(z) = - E 7; [(2n)k + (n+ W - n
k + ko (k,) Sa 

or 

(4.11) 

(4.12) 

where <{>(z) is formally the same as in Eq. (4.5) for 
case (a). Combining the above equation with Eq. (3,10) 
results in 

G(z) = (1 1 ) {I - (n - ~)z 
z -nz 

- (1- 2nz)[1-(n + ~)z 1 exp[ - rp(z)}. (4.13) 

In terms of the Bp defined in Eq. (4.7), we have 

-
G(z) = (2n + 1) + ~ [Bp - (n + ~) Bp_tl zP 

p=1 
_ 1>_1 

- ~ ~ [B. - (n + ~) B._I] nP-q zp. (4.14) 
1>=2 .=1 

Finally 

Cp = (2n + 1)01>0 + BI> -in +~) BI>_1 

1>-1 

- ~ [Bq-(n+~)B._l]nP-'. 
.=1 

(4.15) 

A short discussion of our main results contained in 
Eqs. (4.8), (4.9), (4.14), and (4.15) is in order . 

(i) Noting that the eigenvalues of the Casimir opera
tors of the U(n) groups can be written in the form 
[Eq. (17) of Ref. 3] 

(4.16) 

we see that our Eqs. (4.9) and (4.15) manifest the cor
rection effects for the O(2n), Sp(2n), and the O(2n + 1) 
groups over the corresponding results for the Urn) 
groups. 

(ii) The results for the O(2n + 1) groups are formally 
the same as for the O(2n) groups with the replacement 
n -n + t. This results in a synthesis of the two types 
of results. This synthesis is fully exploited in Section 
5, where detailed evaluation of the Cp's for the special 
cases is given. 

(iii) Equations (4.9) and (4.15) are extremely simple 
in form and easy to handle. To compute C p, all we need 
are the B.' s for 1 ~ q ~ p in terms of the power sums Sk' 

5. SPECIAL CASES 

In this section, we work out the complete answers 
for some particular values of p and in some special 
cases for the O(2n) and the Sp(2n) groups. The corre
sponding answers for the O(2n + 1) groups are automa
tically obtained using ansatz (ii) in Sec. 4. 
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Eq. (4.5) gives 

c{l(z) = S2z3 + (S3 + iS2)z4 + (S4 + 2S3 + 2S2)z5 

+ (S5 +~S4 + Jj S3 + ~S2)Z6 + (S6 + 3S5 + 5S4 

+5S3+3S2)z7+.... (5.1) 

Computing exp[- c{l(z)] and using the definition of 
Bp in Eq. (4.7) we find 

Bo==Bl=O, 

B 2==S2, 

B 3==S3+%S2, (5.2) 
B4 == S4 + 2S3 + 2S2, 

B5 =S5 +~S4 + ¥S3 +~S2 - isL 

B6 == S6 + 3S5 + 5S4 + 5S3 + 3S2 - %S~ - S2 S 3, 

Using Bo=Bl==O, Eq. (409) can be rewritten ina some
what more convenient form (from the point of view of 
actual computation) as 

P-3 
Cp=2nopo+Bp-(2n'fi)Bp_l±i 6 (n'fi)QBp_q _1 (503) 

Q=l 

from which we obtain 

C o=2n, 

C1 =0, 

C2 =B2, 

C3 = B3 - (2n'f i) B 2, 

C4 = B4 - (2n'f i) B3 ± i(n'f i) B2, 

C5 = B5 - (2n'f i) B4 ± i(n'f i) B3 ± i(n'f i)2B2, 

C6 == B6 -(2n'f i) B5 ± i(n'f i) B4 ± i(n'f i)2B3± i(n'f WB 2, 

(5.4) 

For the O(2n + 1) groups, to compute the correspond
ing Cp's, just replace n by n + i and use the upper sign 
for O(2n), 

(a) The completely symmetric representation: For 
the completely symmetric representation ( f, 0, 0, ••• ) 
for whichfn=-f_n=f, f;=-f_I=O (1 ~i~n-1), we 
have: 

for the o(2n): 

and 

S2 = 2f(j + 2n - 2), 

S3 == 3(n - 1)S2, 

S4 = [f2 + 2(n - l)f + 8(n -1)2]S2, 

S5 = 5(n - 1) S4 - 20(n - 1)3S2, 

C2 =S2, 

C3 = (n - 1)C2, 

C4 =[j2 +2(n-1)f+ 2(n _1)2 - (n-1)]C 2, 

C5 = (3n - 2)C4 - (n + 1)2(2n - 1)C2 - iCL 
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(5.5) 

(5.6) 

for the Sp(2n): 

and 

S2 = 2f(f + 2n), 

S3= 3nS2' 

S4 = (j2 + 2nf + 8n2)S2' 

S5 = 5nS4 - 2 On3S2 , 

C2==S2, 

C 3 = (n + 1)C2, 

C4 = (j2 + 2nf+ 2n2 +n + I)C2, 

C5 = (3n + 2)C4 - (n - 1)2(2n + 1) C2 -}C~. 

(5.7) 

(5.8) 

We note that the Casimir operators of odd order pare 
not independent and can be expressed in terms of those 
of even order 2q with 2q < p. Thus the results we get for 
C3 and C5 in Eqs. (5.4) and (5.7) (also for S3 and S5) 
hold for any representation, and will not be repeated 
in the cases considered below. 

(b) The block representation: Here we consider the 
block representation (j, f, ... ,f, 0, 0, ... , 0) with f boxes 
in the first k rows, defined by 

fn = fn-l = 0 •• = fn-k+l =f, 

fn_k = fn-k-l =' • ·fl = 0, 

for the O(2n): 

S2 = 2fk(f+ 2n - k - 1), 

S4 = 2fk{(j - k)(f2 - fk + Iz2 + 12n2 - 18n + 7) 

+ (2n -1)[2(( - k)2 +fk + 2(n -1)(4n - 3)]}, (5.9) 

and 

C 2 =S2 , 

C4 = 2fk{(j - k)(f2 - fk + k2) + (2n - 1) 

x [kf + (j - Iz)(3n - 2 + 2f - 2k) + 2(n - 1)(n + 2)J}, 

(5.10) 

for the Sp(2n): 

S2 = 2flz(j + 2n - k + 1), 

S4 = 2flz{(j - ll){f2 -fll + Ii + 12n2 

+ 6n + 1) + (2n + l)Lrk + 2(f _lz)2 + 2n(4n + I)]), 
..................................................................................... 

(5.11) 

and 

C2 =S2, 

C4 = 2fk{(j - k){f2 - fk + k2) + (2n + 1) 

x [lif + (j - k)(3n + 2 + 2j - 2k) + (n + 1)(2n + I)]}. 
.................................................................................... 

(5.12) 

(c) The completely antisymmetric representation: 
The results for the completely antisymmetric repre-
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sentation {l k}==(I, 1, ••. ,1,0,0, ••• ,0) with one box 
in the first k rows are deduced from Eqs. (5.10) and 
(5.12) by settingf=l: 

for the O(2n): 

C2 == S2 = 2k(2n - k), 

C4 = 2k{(1 - k)(l- k + k2) 

+ (2n - l)[k + (1- k)(3n - 2k) + 2(n -1)(n + 2)]}, 

(5.13) 

for the Sp(2n): 

C2 ==S2 =2k(2n +2 - k), 

C4 == 2k{(I- k)(l- k + k2
) + (2n + 1) 

x [k + (1 - k)(3n + 4 - 2k) + (n + 1)(2n + I)]), 

(5. 14) 

We note that the representations {I k} for k = 1,2, ... ,n 
are the simplest representations the products of which 
on reduction will give all the irreducible tensor repre
sentations of the orthogonal and the symplectic groups. 

In all cases, the results for the O(2n + 1) are obtained 
from the corresponding results for the O(2n) by replac
ing n by n + t. Our answers agree with those of 
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Perelomov and Popov, and Yeh and Wong, 1 for those 
particular cases treated here which were considered by 
them. 

*On leave of absence from the Department of Mathematics, 
Quaid-e-Azam University, Islamabad (Pakistan). 

IA.M. Perelomov and V.S. Popov, Sov. J. Nucl. Phys. 3, 
676 (1966). 

2A.M. Perelomov and V.S. Popov, Sov. J. Nucl. Phys. 3, 
819 (1966). 

3A.M. PerelomovandV.S. Popov, Sov. J. Nucl. Phys. 5, 
489 (1967). 

4J.D. Louck, Am. J. Phys. 38, 3 (1970). 
5J.D. Louck and L.C. Biedenharn, J. Math. Phys. 11, 2368 
(1970) 

6S. Okubo, J. Math. Phys. 16, 528 (1975). 
7M.X.F. Wong and H.Y. Yeh, J. Math. Phys. 16,1239 

(1975) . 
BOur list of references is not exhaustive. A better list ap
pears in Ref. 7 and the Introduction in this reference con
tains information on the contents of these references. 

9C.O. Nwachuku and M.A. Rashid, J. Math. Phys. 17, 1611 
(1976). 

IONote that our Sk is formally the same as that defined for the 
U(n) in Eq. (7) of Ref. 3 and is different from that defined in 
Eq. (19) of Ref. 2 in which the ri obeys a reflection symme
try rl ,,- r_l; whereas our PI does not. 

liThe inverted commas on the contour integral signify the 
presence of an additional term in Eqs. (3.1) and (3.7). 

12We could have replaced the last term in Eq. (3.6) by!z/ 
[1 - (n;1/2)z] but it is not necessary. A similar remark ap
plies to Eq. (3.10). 
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Hydrostatic density distribution of fluids in steep field 
gradients and near critical points 

D. J. Gates 

CSl. R. O. DilJisio/l oIMathelllatics alld Statistics. Canberra. A.C T.. Allstralia 
(Received 20 September 1976) 

A new perturbation expansion for the hydrostatic density distribution uf a fluid in a steep field gradient is 
presented. It is a power series in the scale "1 of an external potential lJ;(-Yx). and is asymptotically valid as 
"1-...0, although convergence is not proved. Significant corrections to the conventional hydrostatic equations 
are found near the critical point of a fluid. even in the gravitational field. 

1. INTRODUCTION 

The hydrostatic equilibrium of a fluid is described 
by the equation 

1 ~ P(n)=- ~ if (1.1) n ay oy , 

where n(y) is the number density at a point y, </i(y) is 
an external potential, and P (p) is the pressure of a 
uniform fluid of density p, The equation is derived 
from a macroscopic model of the fluid and does not 
describe small scale density variations near surfaces. 
It, in effect, assumes that the change in potential en
ergy is small over distances of the order of a molecu
lar diameter, We consider here the response of fluids 
to steeper field gradients and the resulting corrections 
to (1, 1). For a fluid close to its gas-liquid critical 
point, we find that these corrections are significant 
even in the gravitational field. 

For states well away from the critical point, the 
corrections are significant only for very steep field 
gradients such as those imposed by container walls or 
by a porous medium saturated with the fluid. 

If the system is subject to an external field </i(Yx) and 
we define 

n(y) = lim(n(y/y, zjJ), 
Y- 0 

(L 2) 

where n(x, I}!) is the exact number density for a system 
of interacting molecules in this field, and <) denotes a 
suitable space average on the molecular scale, then one 
can prove that (1.1) holds exactly. 1,2 The limit implies 
a vanishing field gradient on the molecular scale. We 
examine the case where the field gradient is small but 
nonvanishing on this scale by expanding n(yly, ~») as a 
power series in y. 

In Secs, 2 and 3 we derive a prescription for the gen
eral coefficient of this expansion. In Secs, 4 and 5 the 
deviations from (1.1) are estimated, 

A different approach was adopted by Lebowitz and 
Percus3 (see also Ref. 4). Their method is based on a 
functional Taylor expansion of the chemical potential 
in terms of density gradients. They obtain only the first 
term of this expansion and do not give a prescription 
for obtaining further correction terms. Our method is 
more systematic and is known to be at least asymptoti
cally correce in the limit y - O. 

2. EXPANSION IN TENSOR FORM 

The modified Ursell correlation functions 
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u(Xt. • • , ,Xk , Il) of a continuous classical system may be 
expressed as functional derivatives of the local dens ity, 
or one-particle distribution function, 5,6 

A (- 1) k-l Ok-l I 
uk(xt. ••• ,Xk, Il) = ~ o'l1(Xz). , • o'l1(x

k
) n(xl , Il,~) ... 0, 

(2. 1) 
where Il is the chemical potential, (3 the reciprocal 
temperature, 'I1(x) is an external potential, and 
n(x, /J-, ~) denotes the one-particle distribution function 
for a system in this potential. The notation indicates 
that the derivative is evaluated in zero field to give Uk 
in zero field. 

If we take 

(2.2) 

where Xl is regarded as fixed (since it does not enter 
the differentiation), then w(yXl ) simply subtracts from 
the chemical potentiaL Thus (2.1) takes the form 

if k(Xt. ••• ,Xh , Il - </i(yXl») 

(-1) h-l Ok-! I 
= T 6w(yXz). " • o</i(yx,,) n(xt. Il, w) ~(YX)'¢(YX1)' 

(2.3) 
Consequently, the functional Taylor expansion of 
n(xt. Il, J)) about the value <P(yXl) of the field, at the point 
Xl where the density is represented, takes the form 

n(xt. iJ-, 4) = p[iJ- - w(yXl)l 

~ (- (3)n-l f 
+ 0 --- dXz'" 

n.2 (n - I)! 

x f dxniln[xl " , 0 ,x"' Il- W(yXl) 1 
n 

X n [</i(yXj)-qJ(yxtll, 
i=2 

(2.4) 

where the integrations are over all of the coordinate 
space, and p(iJ-) is the one-particle density in the ab
sence of a field and is constant for the fluid states 
considered here. 

Now we put Xl = y/y and change to the integration 
variables r i =Xi+l - yly, which yields 

n (y jy, Il, </i) = p[ Il - </i(y) 1 + 0 [(- {3)V /v ! 1 
",,1 

x [1 [w(y + yr j ) - </i(Y)l, 
j=l 

where we have put 1) = n - 1, j = i-I, and 
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Fn(rl> ••. ,r .... 1> Il) =Un(X, x + rl> ... ,X + r n_l, Il), (2.6) 

which is independent of x because un is translationally 
invariant for fluid states. To obtain an expansion in 
powers of y, we take </J to be an analytic function and 
expand </J(y + yr) as a Taylor series: 

~ 1 ( o)n </J(y+yr)= 0 ,yn r· "y </J(y) , 
",,0 n. u 

(2.7) 

where a/ay denotes the gradient operator. We can write 

i/J(Y + yr) = 0 yn[r]n. sn(y), 
n=O 

(2.8) 

where 

1 [a In sn(y) '" - - </J(Y). 
nl ay 

(2.9) 

Here [v]n denotes the tensor product of v with itself n 
times (i. e., the tensor with components Vi v 12 ••• VI)' 

1 n 

The product A· B for two tensors of the same rank r 
means the sum 

Using (2.8), we obtain 

where 

R"= [rdnl ... [rv]nv, 

5"= (- rWS"l ... S"v 

(2.10) 

(2.12) 

(2.13) 

both being tensors of rank nl + n2 + .•• + no and No is 
the space of v-tuples (nu '" ,n) where nj ~ 1 for all i. 

Substituting (2. 10) in (2. 5) yields 

n(y jy, Il, </J) = pO[1l - </J(Y)] 

+ t '0 yr:nj..!.... }drl'" fdr 
v=1 "E,Yv vI v 

X Fv+I[rl> .•. , r v, Il- </J(y)]R". 5" 

where 
(2.14) 

and NT is the set of vectors n (n; ~ 1), of any dimension, 
such that L: nj = T. Both M" and S" have rank T. 

Equation (2.14) is the desired expansion of n(yjy, Il, </J) 
as a power series in y. The first term is precisely the 
result derived rigorously2 in the limit y - 0, and gives 
the result obtained from macroscopic hydrostatics. 

The study of the convergence of the expansion appears 
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to be a formidable task in view of our limited knowledge 
of the Ursell functions. Some progress may be possible 
using the "strong cluster properties" of Duneau et al. B 

Only in the case of the ideal gas is the convergence 
of our expansion guaranteed a priori. In this case 

n(y /y, 1]J) = A -3 exp[/31l - </J(y)] exactly 

so that only the first term of the expansion appears. 

Lemma 1: The Mil,S" are invariant under any 
permutation of the components (nl,"" nv) of n. 

This follows from the definitions (2.10), (2.13), and 
(2.15), and enables us to write (2.14) in the form 

n(yjy,Il,</J)=p[Il-</J(Y)]+LyT L K(n)M"·S", 
T::r1 Doc N'T 

(2.16) 
where N~ is the subset of vectors n Eo. NT such that 
nl '" n2 '" n3 •• " and K(n) is the number of distinct vec
tors which can be obtained by permuting the components 
of n. It is given by 

K(n) =( P.t k j (n»)! / j~t J<j (n)!, (2.17) 

where kiln) is the number of components of n with val
ue i. Clearly Lj k/(n)=11 if n has 11 components. 

For one-dimensional models the tensors are all 
scalars, so that (2.14) is the final form. We are how
ever primarily interested in three-dimensional systems. 

3. REDUCTION TO SCALAR INVARIANT FORM 

USing properties of the tensors M" and 5" enables 
one to reduce (2. 14) to a form more suitable for 
numerical computations. 

Lemma 2: The M" are isotropic tensors. 

Proof: It is required to prove that the components 
J1!j 00. "T W. r. t. any Cartesian coordinate system are 
invariant under rotations, i. e. , 

6 A" 81A" 8z" 'A" 8 JI! ... " =M~j"'8' (3.1) 
~1 •• 0 a:: r 1 2 T T 1 T T 

where A"a is an arbitrary unitary matrix. To prove 
this, we note that the left side is the (/31>' .. , /3T) com
ponent of the expression (omitting Il from the notation) 

J drl···drj'v+l(rl> ... ,rv)[rl·A]nj, .. [rv·A]nv. (3.2) 

Putting 

r; = r i • A (i = 1, 2, ... , /I) 

yields 

(3.3) 

drj=dri (i=1,2, .•• ,1I) (3,4) 

by the invariance of volume elements under rotation, 
and 

(3.5) 

by the invariance of the fluid state under rotations. 
Hence (3.2) reduces to MD

, as required. 

Let el>' .. ,eu be an orthornormal basis of R V
, and 

define the elementary tensors 

E(P)= L n (0" ")PIJe,, oo·e" , (3.6) 
"'j'" "T 1 E/<j ET I J 1 T 
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where P is a 7X7 permutation matrix of 7-tuples, so 
that PH = 0, P IJ = PJi and every row and column con
tains a single 1 and 7- 1 zeros. Equivalently P may be 
represented by a graph with every vertex bonded to 
one other vertex, where PiJ denotes the number of 
bonds connecting vertex i to vertex j. Thus P defines a 
pairing of the integers 1,2, •.. ,7. For example, 

E(~ ~)=E(~)= 0 0"1"2e"le"2 
"'I' "'2 

(3.7) 

which is the rank-2 unit tensor. Similarly 

~ 1 0 ~ (I 2) 1000 ........... 
E 0 0 0 1 = E........... = Pa e",e"eaea· 

0010 43 

(3.8) 

One can readily show that the E(P) are isotropic. The 
most general isotropic tensor of rank 7 is expressible 
in the form of a sum over graphs (or matrices) 

1 = 6 A(P)E(P}, (3.9) 
PEP T 

where the A(P) are arbitrary constants and PT is the 
set of graphs P with 7 vertices. As always, 7 is even. 

Each P also defines a contraction or scalar invariant 
of I: 

I(P) =1· E(P) 

= 0 A(P')E(P') • E(P) 
P' 

= 0 A(P')E(P', P), (3.10) 
P' 

where 

E(P, PI) = E(P). E(P') = E(P', P) 

o n (0 )Pij+P'ii 
ale •• a

T 
iJ alaJ • 

(3.11) 

Suppose r is an arbitrary graph (matrix) with r lJ 
bonds joining vertex i to vertexj (r iJ = 0, 1, 2, 3,"')' 
We define the value of the graph by 

v(r)= 6 n (0" " }r IJ • (3.12) ac .. aT iJ i i 

Lem ma 3: If r consists of n disconnected graphs 
r', ... , r", where each r i is itself connected, then 

for a v-dimensional system, 

Pyoof: We can write 

" rk l!(r) = 0 n n (0"." ) ii, 
"I'" "T k=l i, J"," sk ,j 

where S" is the set of vertices contained in rho 
reduces to 

(3.13) 

(3.14) 

This 

(3. 15) 

Since each r k is connected, there is a connected 
permutation ib i 2, ••• ,ir say, of the vertices of r h con
nected in sequence (i l to i2, i2 to i 3, and so on). Any 
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additional connections have no effect on v(rk) because 
of the properties of the Kronecker delta. We can there
fore write 

v(rk} = :0 °"11"12°"1 2°"1'" 0"1 "I 
"il"'''i

r 
3 r_1 r 

= 0 0"." = v. (3.16) 
". 'I il 
'I 

Combining (3.15) and (3.16) proves the statement (3.13) 
of the lemma. In particular we have 

E(P, P') =v(P + P') 

(3.17) 

where n (P + P') is the number of separate parts of 
P + P' each of which is a connected graph. Since every 
vertex of P + P' has exactly two bonds, it consists 
entirely of distinct closed circuits. For example, if 
7= 2 the only Pis ........... and 

1 2 

P+P=I<:::>2 (3.18) 

so that n(P+ P) = 1 and E(P, P) = v. For 7= 4 we have 
three graphs 

so that 

1 2 ........... 
.....--.. 
4 3 

1 2 

P 1 +P2 = Z ' 

(3.19) 

and so on. We can represent the E(P, P') in matrix 
form. For T= 4 the matrix is 

(3.21) 

In general E(Pi , PJ) is a symmetric matrix of dimension 

and it is clear that 

E(P, P) = V
T

/
2

• 

(3.22) 

Lemma 4: The matrix E(P, P') is positive definite. 

To show this, let cp (Pi) (i = 1, ... ,d) be any nonzero 
vector, and put 

~ = 0 cp(P)E(P}, (3,23) 
P 

which, because of the independence of the E(P), has at 
least one nonzero component <I> "1'" "T with respe~t to the 
Cartesian basis ei • Now we have 

o cp(P)E(P, P')cp(P') = ~. ~ 
p,p' 

as required. 

It follows that E(P, P') is a nonsingular matrix. 
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Denoting its inverse by E-1(P, P'), we deduce from 
(3,10) that 

A(P) = '0 I(P')E-1(P, P'), (3,25) 
P' 

Thus (3.9) becomes 

1='0 I(P)E'(P), 
P 

where 

E'(P) = '0 E-l(p, P')E(P'). 
p' 

(3.26) 

(3.27) 

We have therefore expressed an arbitrary isotropic 
tensor I in terms of its contractions I(P). 

Now writing MA in terms of its contractions }\1A (P): 

MA ='01WA(P)E'(P), (3.28) 
P 

we deduce that 

MD. S"= '0 iWA(P)~(P')E-l(p, P') (3.29) 
p,p' 

where 

~(P) = E(P) , SD. (3.30) 

One readily shows that 

.v1"(P) = j drl" .drvFv+1(r1, ••• , rv) n (r l • r,)r ji 

l.;f<i"v 

=m(r), say, (3.31 ) 

where r is a graph obtained from P and n = (111) 112 ••• I1v) 
by coalescing the first 111 vertices of P, the next 112 

vertices of P and so on. We formally write 

(3.32) 

which is a graph with v vertices, and b = tLnj bonds. 
For example, 

With the notation of (2.14) we now have 

'0 M" . SD = '0 '0 }vI"(P)~(p')E-l (P, P') 
DE NT DE N 1 P, p' 

= '0 a(r, r')m(r)s(r'), 
r, r' 

where 

s(r) = s«'(P) for r = Pin 

- n- n -.-( VI) [ ( a iJ) r ji ] 

- 1=1 Ill! l"l<i"v aYi ay, 

(3.35) 

and 

(3.36) 

Now (2. 14) itself reduces to 
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I1(Y/y, iJ., I./J) 

=p[iJ. -I./J(Y)] + '0 y2& '0 a(r,r')m(r)s(r') 
b=1 r, r' 

with b boDds 

=p[iJ. -I./J(y)] + '0 a(r, r')yb(r)m(r)yb(r')s(r'), (3.37) 
r,r' 

where b(r) is the number of bonds in r. We note that 
a (r, r') = 0 unless rand r' have the same number of 
bonds and vertices, As before mer) is a function of 
iJ. - I./J(y). It is, of course, a simple matter to include 
p[iJ. - I./J(y)] in the summation using suitable definitions. 

The graphs in (3.7) are labelled. As an alternative 
we can use (3.4) and obtain 

11(y/y, iJ., I./J) =p[iJ. -I./J(Y)] 

+ 6 ,.2b(r)K(r)m(r)a(r, r')K(r')s(r'), 
r, r' 

unlabell ed 

(3.38) 

where K is given by (3.5), or equivalently by 

K(r)=vI/nkj(r) 
i 

= number of inequivalent labellings of r, (3.39) 

where k j (r) is the number of vertices of r which have 
i bonds attached. We note that K(r) =K(r') if a(r, r') 
*0. 

Equation (3.37), or (3.38), gives the desired expan
sion of the density on powers of y. It involves only 
scalar moments III (r) of the modified Ursell correla
tion functions. 

4. INITIAL TERMS OF THE SERIES 

The coefficient of ,.2 in the series (3.38) involves 
graphs rand r' which have one bond, namely 

Q and .---. . (4. 1) 

There is only one permutation graph P with 2 vertices, 
viz. , 

P= --1 2' 
(4.2) 

Hence the graphs (4.1) have the unique decompositions 

Q =P/(0,2), 

-- =P/(l,l), 

since n = (lit. 112) E N~. Then (3.36) gives 

a( e----e, __ )=E-1(P,P)=1/v, 

a(Q, ~)=E-l(P,P)=l/V' 

a(Q, .---.)= O. 

The moments are 

m( Q )=j drF2[r,iJ.-I./J(Y)1!r!2 

and 

(4.3) 

(4.5) 

(4.6) 

and the field derivatives, using (2.13) and (3.35), are 

s(Q)=tv2[-,BI./!(Y)] (4.7) 

and 
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s( ---) = 1 aall/!(Y) 1

2

, 

while, from (3.39) 

K( Q )=K(--)=1. 

The complete coefficient of i is therefore 

- «(3/211)(f dr F2 (r) [r (2)V21/! 

+ «(32/II)(f drd' dr2F3(rl,r2)rlr2)[al/!/ay[2. 

(4.8) 

(4.9) 

(4.10) 

The coefficient of i involves all graphs with two 
bonds, namely, 

~, c>, L, Q Q, L, .!.' 
and 

With the definitions (3,19), these have the 
representations 

~ =P/(4), i=I,2,3, 

C> =P/(2,2), i=2,3, 

L =P/(1,3), i=1,2,3, 

Q Q =P/(2,2), 

L =P/(I, 1,2), i=2,3, 

Q =P/(1, 1, 2), --. 
--. 

=P/(l,I,I,I), i=I,2,3. 

Then we obtain 

a (Q Q) = ~ tE-1(P;, P j ) = (\ 1) 
~ ~ .=1 j=1 II II 

while 

a(<:::>, <:::» 
= 6 6 E- 1(P i ,Pj )=2/(v-l)(v+2). 

1=2,3 j=2, 3 

In a similar manner we find 

a(L, L)=a( --. )=3/11(11+2), --
a(Q Q, Q Q)= a<3-, Y-) 

= (II + 1)/v(v - 1)(11 + 2), 
and 

a( L, L )=2(1I+1)/II(v-l)(II+2). 
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(4.11) 

(4.12) 

Since two different graphs make a contribution only if 
they can be represented via the same n, we have 

a( C>, Q Q)= 6 E-l(P;,P1l 
i=2,3 

=- 2/v(v-l)(v+2) 

=a(L, ~ ), 
--. 

while all other a's are zero. All that remains is to find 
the K(r), write down the mer) and s(r), and substitute 
in (3.38). 

5. THE DENSITY PROFILE USING CLASSICAL 
CORRELATION FUNCTIONS 

From Eq. (4.10) we deduce that for a uniform gravi
tational potential 

(5.1) 

the density has the expansion 

n(y/Y,/1)=p(/1-k'y)+[«(3ylkl)2/2v]j dr1j dr 2 

xF3(r j , r 2, /1- k· y)rl' r2 + O(i). (5.2) 

For F3 we take the generalization of the Ornstein
Zernike correlation function, ? derived from a mean
field formulation. It has the Fourier transform 

J 3(Pt> P2) = j drj j drz exp[21Ti(p1 • r 1 + P2· r2)]F3(r1> r2) 

= - (ail (32)[{a~ + K(pl)}{a~ + K(Pz)} 

(5.3) 

where 

K(p) = j dr K(r) exp(21Tip. r). (5.4) 

Here K (r) is the attractive part of the interaction poten
tial and 

(5.5) 

where aO(p) is the free energy per unit volume in the 
absence of the attractive interaction K, and p is the 
density, both evaluated for the chemical potential 
fl,- k· y. 

We deduce from (5.3) that 

I drjj drz F3(rj, r2)r! . rz 

- 1 a a I 
= (21T)2 apt . apz] 3 (pj, P2) PI =pz=O 

= + 1I12a~(a~ + a)"4{:3"2, (5.6) 

where 

a = j dr K(r), (5.7) 

Inz=jdrlrI2K(r). (5.8) 

The second term in (5.2) therefore reduces to 

+ (yl k I )2/2vm2ag(a~ + a)-4. (5.9) 

When only a single phase is present in the system, it 
is known? that the free energy per unit volume is given 
by 
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a(p) ==a°(p) + tap2. (5.10) 

Consequently, 

aO + a = 0 Il = (op)-1 
2 op oil (5.11) 

and 

= _ o2p /(op) 3 
ajll oil . (5.12) 

Consequently, (5.2) reduces to 

n(y/y, Il) = P(1l - k· y) - [(y j kj )2/2v]m2 

xp' (Il - k· y)p"(1l - k· y) + O(y4). (5.13) 

To estimate the magnitude of the correction term, we 
assume that the van der Waals equation 

p = pkT/(1- po) + tap2 (5. 14) 

holds for the fluid. Here 0 is the molecular volume and 
a < 0 is given by (5.7). The resulting chemical potential 
is given by 

(31l = 10gA 3/0 + 10g[1)/(1 -1))] + 1)/(1 -1) + C1) 

where 

1) =po 

(5.15) 

(5.16) 

(5.17) 

and A is the thermal wavelength. Differentiating (5.15) 
gives 

1)' {32 (1 ) -1 
p' = r; = 6" 1)(1 _ 1)2 + C (5.18) 

and 

(5.19) 

For the interaction potential we take a Lennard-Jones 
(12, 6) potential 

K(S)=) 0 for S <a (5.20) 

l4E[(a/s)12- (a/s)6] for s>a, 

which has a minimum - E at s = 21/ 6a. We deduce that in 
v = 3 dimensions 

Q = - (327T/9)m3 (5.21) 

and 

(5.22) 

Substituting (5.18 to 22) in (5.13) and setting y= 1 
gives 
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(5.23) 

where 

(5.24) 

and 1) has the argument Il - k· y. The van der Waals 
equation of state has a critical temperature given by 

(5.25) 

If we introduce the dimensionless temperature 

e={3j{3, (5.26) 

then (5.23) reduces to 

315 k 202 1>(n) 
n(y, 1l)0 "'11 -~ ~-er (5.27) 

Taking a to be the effective molecular diameter gives 

0=7Ta3/6, (5.28) 

and (5.27) reduces further to 

314 (lkla)2 1>(n) 
n(y, 1l)0"'11 - MTI -E- 7, (5.29) 

where the numerical coefficient reduces to 2·61. In the 
case of argon we have the values 

E = 1·65 X 10-21 Joule, 

a=3·421x10-10 meter. 

We are primarily interested in the gravitational field 
where k=mg. Here 

In = 6. 7 x10-26 kgm 

is the mass of the argon atom and g= 9.8 meter/sec2 is 
the acceleration due to gravity, Then we have 

jkja/E==1.36 x 10-13 , (5.30) 

which measures the ratio of the gravitation potential en
ergy to the interaction potential energy over the same 
distance a. 

Consequently, the second term in (5, 29) is small ex
cept near the critical point where cf> (1) becomes arbi
trarily large. Suppose e has its critical value 1 and 1) 
is close to its critical value t, 

1) = t + X, 

where X is smalL Then to leading order in X we find 
that 

cf>(1) '" (213/318)X-7 

so that (5.29) becomes 

(5.31) 

n(y, Il) '" t + X - (1 ·36 x 10-13/7 . 25 • 34)X-7• (5.32) 

Consequently, for X of order 1/100 or smaller, the 
correction term becomes significant. 

For states far removed from the critical condition 
the correction term is negligible. This indicates that 
the hydrostatic law (1. 1) holds with a high degree of 
accuracy. 

It should be emphasized that the analysis gives only an 
indication of the departure from the hydrostatic laws 
since we have not estimated the later terms. We note 
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however that later terms contain higher powers of the 
factor Ikla/E, so that it is reasonable to expect that 
their contribution will be relatively small. 

The sign of the correction term can best be seen 
from (5.13). We note that p' > 0 and m2 < 0, while 

{
>o forp6<~, 

p" 1 

< 0 for po> 3. 

We conclude that the correction term is positive for 
po < ~ and negative for po > ~. Furthermore, both p' and 
p" tend to zero as I 11 - k 0 Y I tends to infinity. Conse
quently, (5. 13) indicates a correction to the shape of the 
interface p (11 - k· y) which is negligible for distances y 
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from the interface which are much greater than I I1jmg I, 
where I1c is the chemical potential at the critical point. 
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The class of continuous timelike curves determines the 
topology of spacetime * 

David B. Malament 

Department of Philosophy, University of Chicago, Chicago. Illinois 60637 
(Received 23 August 1976) 

The title assertion is proven, and two corollaries are established. First, the topology of every past and 
future distinguishing spacetime is determined by its causal structure. Second, in every spacetime the path 
topology of Hawking, King, and McCarthy codes topological, differential, and conformal structure. 

1. SUMMARY 

Suppose one has two spacetimes (M,g) and (M',g') 
together with a bij ection f: M - M', where both f and 
1"1 preserve continuous timelike curves; i. e., if 1': 

1- M is a continuous time like curve in (M, g), then 
foy: I-M' is a continuous timelike curve in (M',g'); 
and symmetrically for f- 1

• We show that f must be a 
homeomorphism. In this sense the class of continuous 
timelike curves in spacetime determines its topology. 

The result is of interest because, at least in some 
sense, we directly experience whether events on our 
worldlines are "close" or not. That experience alone, 
it appears, allows a complete determination of topo
logical structure. The result also has two consequences 
which are of independent interest. 

It is well known that in all strongly causal spacetimes 
the Alexandroff topology is equal to the manifold topo
logy.1 Hence, at least in strongly causal spacetimes, if 
one knows of all points p and q whether it is possible 
that a particle travel from p to q, then one can recover 
the topology of spacetime. The question naturally 
arises whether the condition of strong causality is 
necessary for this recovery. We show that it is not. 
The weaker condition of past and future distinguish
ability suffices. One has the follOwing result: If (M,g) 
and (M', g') are past and future distinguishing space
times and if f: M - M' is a causal isomorphism (i. e. , 
a bijection where both f and f- 1 preserve the causal 
connectibility relation «), then f must be a homeo
morphism. But we also show that the assertion be
comes false if the hypothesis of past and future distin
guishability is relaxed to that of future distinguishability 
(or past distinguishability) alone. 

A second consequence of our theorem is an improve
ment of a result of Hawking, King, and McCarthy. 2 

They define a path topology on spacetimes and prove 
that, in the presence of strong causality, the path to
pology "codes" (standard) topological, differential, and 
conformal structure. We show that their hypothesis of 
strong causality is unnecessary. Indeed their result is 
true of all spacetimes. 

2. STANDARD DEFINITIONS AND RESULTS 

In what follows a spacetime (M, g) is taken to be a 
connected, four-dimensional smooth manifold without 
boundary M, together with a smooth pseudo-Riemannian 
metric of Lorentz signature g. Spacetimes are as-
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sumed to be temporally orientable and endowed with a 
particular temporal orientation. 

Given subsets A and 0 of M with 0 open, r (A, 0) is 
the set of points q in 0 such that there exists a future 
directed smooth timelike curve 1': 1- 0 (Where I~R is 
connected) and points tv t2 E I such that t1 < t2, y(tl) E A, 
and y(t2)=q. r(A,O) is called the chronological future 
of A relative to O. The causal future of A relative to 0, 
J+(A,O), is the union of An 0 with the set of points q 
in 0 such that there exists a future directed smooth 
causal curve (i. e" a smooth curve whose tangent vec
tors are everywhere nonvanishing, nonspacelike, and 
future directed) 1': 1-0 and points t1 , t2E I such that 
tl <t2 , y(UEA, and y(t2 )=q. Finally, the horismos 
future of A relative to 0, E+(A,O), is the set ~(A,O) 
-r(A,O). These sets have duals r(A,O), J"(A,O), and 
E - (A, 0) which are defined analogously (substitute past 
directed curves for future directed curves), I(A,O) is 
the union r(A, 0) U r(A, 0), The sets J(A, 0) and 
E(A,O) are defined similarly. 

If A={P}, we write r(p,O) instead of r(A,O) and 
r(p) instead of r(p,M). Similarly for the other I, J, 
E sets. The relations qEI+(p,O), qEJ+(p,O), and 
q E E+(p, 0) will sometimes be written as p« q(O), 
p<q(O), p-q(O). Furthermore, p«q(M), p<q(M), and 
p - q(M) will sometimes be written as p« q, p < q, and 
p-q. 

The I, J, E sets have the following basic properties. 3 

If qEr(p,o), then pEI-(q,O) and conversely (Similarly 
for the J and E sets). Both r (p, 0) and r(p, 0) are 
open. If p« q(O) and q < r(O), then p« r(O), Similarly, 
if p < q(O) and q« r(O), then p« r(O). If p - q(O), then, 
if 1': [0,1]- 0 1S a future directed smooth causal curve 
with ,(0) = p and y(1) = q, , must be a null geodesic. 

An open set 0 is com'ex iff given any two points p and 
q in 0 there is a geodesic ,: [0,1]- 0 with ,(0) = p, 
,(1) = q and, is unique (up to reparametrization). If 0 
is an open convex set, then, for all points p in 0, 
J+(p,O)=CI[r(p,O)]=the closure in 0 of r(p,O); and 
E+(p,O)=Bnd[r(p,O)]=the boundary of r(p,o) in O. 
{These assertions are false in general if 0 is not con
vex. But J·(p,O)~cI[r(p,o)l and E+(p,O)CBnd[r(p,O)] 
are always true.} Dual assertions hold for J- and E-. 
The open convex sets form a basis for the manifold 
topology; i. e., given any point p and any open set U con
taining p, there is an open convex set 0 with p E 0 c:: U. 

A set A is achronal in 0 iff for all points p and q in 
An 0, it is not the case thatp«q(O). 
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A spacetime (M,g) is chronological iff it admits no 
closed, future-directed smooth timelike curves. (M, g) 
is causal iff it admits no closed, future-directed smooth 
causal curves. 

A spacetime (M ,g) is future (resp. past) distinguish
ing iff for all p and q: I+(p)=r(q) ~ p=q (resp. rep) 
=I-(q) ~ p=q). Equivalently, (M,g) is future (resp. 
past) distinguishing iff for all p in M and all open sets 
a containing p, there exists an open set 0 1 with 
pEal ~ a such that no future (resp. past) directed 
smooth timelike curve through p which leaves 0 1 ever 
returns to it. 

Finally, a spacetime is strongly causal iff, for all 
points p and all open sets a containing p, there exists 
an open set 0 1 with p E 0 1 r;: a such that no future direct
ed smooth timelike curve which leaves 0 1 (whether or 
not if passes through p) ever returns to 0 1 , 

If (M, g) is a spacetime and Or;: M is a connected 
open set, then we may think of (O,gla) as a spacetime 
in its own right. If a is convex, (O,glo) is necessarily 
strongly causal. 

These "causality conditions" can be ordered in terms 
of (strictly) increasing strength: 

strong causality 
U 

future and past distinguishability 
U 

future (or past) distinguishability 
U 

causality 
tl chronology 

The respective converSe implications are all false. 

If (M ,g) is a spacetime, the Alexandroff topology on 
M, T A' is the coarsest topology on M in which all sets 
rep) and I-(q) are open. The collection of all sets of 
form rep) n I-(q) form a basis for T A' If T is the 
(standard) manifold topology on M, then it is always 
true that TAr;: T. But the condition T A = T is equivalent 
to strong causality. Suppose (M, g) is strongly causal. 
Then the condition that a set A C M be open (in n is 
explicitly definable in terms of the relation «: A is 
open iff, for all points p in A, there exist points rand 
s in A such that p E r(r) n /-(s) c: A. 

Given two spacetimes (M,g) and (M' ,g'), a bijection 
f: lVl- M' is a smooth isometry iff f and r 1 are smooth, 
and f* (g) =g'. f is a smooth conformal isometry iff f 
and r 1 are smooth, and there is a smooth nonvanishing 
map 0: M'-R such that f*(g) =02g ,. 

So far "causal structure" has been developed entirely 
in terms of smooth curves. For our purposes it is 
essential to work with the larger class of continuous 
curves. Suppose y: /- M is a continuous curve. We 
say that y is future directed and timelike iff, for all 
to E I and all open convex sets a containing f(to), there 
exists an open (i. e., open in the relative topology on 
I) subinterval Y r;: I containing to such that 

tE Y and t < to=">y(t)« y(to) (0), 

t E 7 and to < t=">y(to)« y (t) (0). 
(*) 

We say that y is future directed and causal iff the above 
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condition obtains but with« replaced by < in (*). Final
ly, we say that y is a future directed null geodesic iff 
the above condition obtains but with (*) replaced by 

tl't2EI and tl <t2=">y(t1)-y(t2 ) (0). 

Note that every future directed continuous null geodesic 
can be reparametrized so as to become a (smooth) 
future directed null geodesic. (The corresponding as
sertions for continuous timelike and causal curves are 
false.) Dual definitions can be given for past directed 
continuous timelike (causal, null geodesic) curves. 

The sets r(A, 0), J+(A, 0), peA, 0) could be redefined 
in terms of continuous curves, but doing so would not 
affect the resultant point sets. For example, p« q(O) 
(according to our definition involving smooth timelike 
curves) iff there is a future directed continuous time
like curve y: 1- C and points t1 , t2 E / with 11 < t2 , 

y(t1 ) = p, and y(t2 ) = q. 

When there is no chance of confusion we shall not 
distinguish between curves y: 1- M and their point set 
images y(I]. Also, we shall sometimes refer, Simply, 
to continuous (causal, null geodesic) curves and it 
should be understood that the curves are either future 
or past directed. 

3. FROM TOPOLOGICAL STRUCTURE TO 
DIFFERENTIAL AND CONFORMAL STRUCTURE 

We shall prove that the class of future directed con
tinuous timelike curves determines the topology of 
spacetime. Having done so, it will follow automatically 
that this class of curves also determines the differen
tial and conformal structure of spacetime. This is all 
that one can hope for since all conformally equivalent 
Lorentz metrics on a manifold induce the same con
tinuous timelike curves. 

That differential and conformal structure will follow 
on the heels of topological structure is a consequence 
of: 

Hawking's theorem 4
: Suppose (M,g) and (M' ,g') are 

spacetimes and f: M - M' is a homeomorphism where 
both f and r 1 preserve future directed continuous null 
geodesics. Then f is a smooth conformal isometry. 

To avail ourselves of this result, we need a simple 
lemma. 

Lemma 1: Suppose (M ,g) and (M' ,g') are spacetimes 
and f: M - M' is a homeomorphism where both f and 
r 1 preserve future directed continuous timelike curves. 
Then both f and f- 1 preserve future directed continuous 
null geodesics. 

Proof; It suffices to observe that the future directed 
continuous null geodesics of a spacetime (M,g) can be 
characterized in terms of its future directed continuous 
timelike curves and its topology. 

First, given any open set U and points p,q in U, we 
have that q E Bnd[r (p, U)] iff for all future di rected 
continuous time like curves a: (0,1) - U, if aCto) = q for 
some to where 0 < to < 1, then there exist t1 , 12 where 
0< t1 < to < t2 < 1 such that a (t1 ) <i r(p, U), but a (t2 ) 

Er(p,U). 
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Next, note that if y: 1 - M is a continuous curve, then 
y is a future directed null geodesic iff for all to Eland 
all open sets 0 containing y(to), there exists an open 
set U ~ 0 containing y(to) such that for all t1 , t2 E 1 with 
t1 < '2' if y(t l ), y(t2 ) E U then y(t2 ) E Bnd[I+(y(t l ) , U)]./ 

4. THE PRINCIPAL RESULT AND ITS CONSEQUENCES 

Theorem 1: Suppose (M,g) and W',g') are space
times and j: M - M' is a bij ection where both j and r l 

preserve future directed continuous timelike curves. 
Then j is a homeomorphism. (By Hawking's theorem j 
must also be a smooth conformal isometry.) 

A proof of the theorem is given in the next section o 

As it is stated, the hypothesis of the theorem is 
slightly stronger than necessary. It suffices that j and 
r 1 take (past or future directed) continuous timelike 
curves to (past or future directed) continuous timelike 
curves. 5 This follows immediately from the follOwing 
lemma. 

Lemma 2: Suppose (M,g) and (M' ,g') are spacetimes 
and j: M - M' is a bij ection. Suppose further that both 
j and r 1 preserve continuous time like curves. Then 
either: (a) Both j and r 1 preserve future directed con
tinuous timelike curves, or (b) both j and r 1 take future 
directed continuous timelike curves to past directed 
continuous time like curves. 

Prooj: Let p be any point in M. Suppose there are 
future directed continuous timelike curves y and a 
through p such that jo y, but not joa, is future directed 
in (M' ,g'). Let y- be the "lower segment" of y with 
future end point po Let 0+ be the "upper segment" of a 
with past end point p. Then the continuous time like 
curve which results from "linking" y- with 0+ is one 
whose image under j is not a continuous timelike curve 
at aU. This is impossibleo So at least as restricted to 
continuous timelike curves through some particular 
point in M, f either systematically preserves or system
atically reverses orientation. 

Let A (resp. B) be the set of points in M at which j 
preserves (respo reverses) orientation. We show A is 
open. Suppose p is in A and p« q for some point q. 
Then there is an open set 0 with PE O~I-(q). Let y be 
a future directed continuous timelike curve with initial 
point p and terminal point q. Suppose now there is a 
point rEO n B. Let a be any future directed continuous 
time like curve with initial point r and terminal pOint 
q. Then the result of linking y with a is not a continuous 
time like curve, but its image under j is a continuous 
timelike curve. This is impossible since r 1 preserves 
continuous time like curves. Therefore, 0 ~ A and so 
A is open as claimed. A symmetric argument establishes 
that B is open. 

It thus follows that j either systematically preserves 
or systematically reverses the orientation of continuous 
timelike curves. The same argument applies to r 1 and, 
of course, f preserves orientation iff r 1 does too. / 

We consider now the question whether the topological 
structure of spacetime can be recovered from its 
causal structure. Rather than thinking of the topological, 
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differential, and conformal structure of spacetime as 
given and abstracting a causal connectibility relation 
«, we ask if the construction can be turned "on its 
head" with the relation « construed as primitiveo It 
turns out that it can be if the spacetime in question is 
sufficiently well behaved in its causal structure. "Suf
ficiently well behaved" means "at least past and future 
distinguishing. " 

If (M,g) and (M',g) are spacetimes, a mapj:M-M' 
is a causal isomorphism iff j is a bijection and for all 
points p and q in M: p«q<:=:>j(P)«f(q). Our result fol
lows from the following lemma o 

Lemma 3: Suppose (M,g) and (M',g') are past and 
future distinguishing spacetimes and that j: M - M' is a 
causal isomorphism. Then j and j_l preserve future 
directed continuous time like curves 0 

Proof: Suppose y: 1- M is an arbitrary future directed 
continuous timelike curve in (M, g). Suppose p = y(to) 

with to E I, and suppose 0' is an arbitrary open convex 
set containing j(p). We must show that there exists 
an open subinterval 7 ~ 1 with to E 7 such that 

t E 7 and t < to=,>{j° y)(t)« f (p) (0'), 

t E 7 and to < t='>j(p)« (joy)(t) (0'). (* ) 

Since (M', g') is future distinguishing, there is an 
open set U' with j(p) E U' ~ 0' such that no future direct
ed timelike curve from j(p) which leaves U' ever re
enters. Letj(q) be any point in r(j(p), u'). Since 
j(p)«j(q), we must have p« q. So there must exist 
an open convex set 0 with P E 0 ~ rl(qL Since,), is a 
future directed continuous timelike curve, there must 
exist an open subinterval II ~ 1 with to E II such that 

t ElI and to < t='>p« y(t) (oL 

We claim now that 

p«y(t) (O)=>j(p)« (joy)(t) (0'). 

For, ifp«y(t)(O), wehavep«y(t)«q. Hencej(p) 
«(joy)(t)«j(q). So there exists a future directed 
smooth timelike curve through j(p), if 0y)(t), and j(q) 
in sequence. We know that this curve cannot leave U' 
between j(p) and j(q)o So we must have (fc y)(t) 
E r(j (p), U') ~ r(j(p), 0'). 

A parallel argument using past distinguishability 
of (M', g') establishes that there is an open subinterval 
72 ~ 1 with to E I2 such that: 

t E 72 and t < to ='>(jo Y )(0« j(p) (0'), 

Hence the set 7 ={t E IJt;;, to} U {t E l/t '" to} is an open 
subinterval of 1 with to E T which satisfies (*)./ 

Thus we have 

Theorem 2: Suppose (M ,g) and (lVi' ,g') are past and 
future distinguishing spacetimes and f: M - M' is a 
causal isomorphism. Then j is a homeomorphism. (By 
Hawking's theorem j must also be a smooth conformal 
isometry. ) 

As was the case with Theorem 1, Theorem 2 can be 
recast so as to be completely "time symmetric" in 
formulation. 5 Let T be the symmetric causal connect-
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ibility relation on spacetime points defined by pTq ~ P 
«q or q«p. Given two spacetimes (M,g) and (M',g') 
a map j: M - M' is a symmetric causal isomorphism 
iff j is a bij ection and for all points p and q in M: 
pTq ~ j(p)Tj(q)o To recast Theorem 2 in symmetric 
form, it suffices to prove the following lemma and in
voke Lemma 2. 

Lemma 4: Suppose (M ,g) and (M' ,g') are past and 
future distinguishing spacetimes and that j: M - M' is 
a symmetric causal isomorphism. Then j and 1"1 pre
serve continuous timelike curves. 

One proves the lemma by compounding the construc
tions of Lemmas 2 and 3. We skip the argument as it is 
somewhat tedious and involves no new ideas. 

The following example shows that the hypothesis of 
past and future distinguishability in Theorem 2 (and 
hence Lemma 3) cannot be relaxed to either future dis
tinguishability or past distinguishability alone. We give 
the example in a two-dimensional version to simplify 
matters. 

Start with the two-dimensional plane carrying a 
metric: 

with respect to global Cartesian coordinates t, x. Next 
form a vertical cylinder by identifying the point (t, 0) 
with all points (t, 2n) for all n. Finally excise two 
closed half-lines: {(t ,x): x = 0 and t ~ o} and {(t ,x): x = 1 
and t?oO} (see Fig. 1.) Along the "equator" t=O the 
metric reduces to the form ds 2 = dtdx and its associated 
null cones are horizontal, pointing in the direction of 
increasing x. But as I t I - <Xl, the cones "tip to the left" 
and asymptotically approach the upright position they 
have in Minkowski spacetime. Because of the excisions 
the spacetime is future distinguishing. But it is not past 
distinguishing. Every point on the t == 0 equator has for 
its chronological past the entire region of the space
time falling below the equator. 

Now let j be a bijection of the spacetime onto itself 
defined by 

( ) (t, x) if t < 0, 
j: I.x - (t.x+l) ift""'O. 

j leaves the "lower open half" of the spacetime fixed, 
but reverses the position of the two upper slabs. j is 
surely discontinuous along the t = ° equator; it "cuts" 
continuous timelike curves which cross the equator. 

X~O 

v 
excise excise 

FIG. 1. 
, toO 

. ~----

v ------
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But j is a causal isomorphism. The important thing to 
notice here is that every point below the t == ° equator 
has all points in both upper slabS in its chronological 
future. 

This establishes that the condition in the hypothesis 
of Theorem 2 cannot be relaxed to future distinguish
ability. A symmetric example (with excisions below the 
t == ° equator) shows that it cannot be relaxed to past 
distinguishability either. 

Finally, we use Theorem 1 to generalize a result of 
Hawking, King, and McCarthy. 2 They define the path 
topolOKY on a spacetime to be the finest topology which 
induces on all continuous timelike curves the same 
topology induced on them by the standard manifold topol
ogy. Equivalently, if (M ,g) is a spacetime with A:: M, 
A is open in the path topology on M iff given any con
tinuous timelike curve y: 1- M there exists a (stan
dard) open set 0 such that y[Il n A == y[I] no. Their 
interest in the new topology is motivated in part by the 
belief that, in some sense, we "experience" continuity 
along future directed continuous timelike curves. The 
standard topology, they claim, has no comparable 
physical significance. 

Hawking, King, and McCarthy prove that given any 
strongly causal spacetime (M,g), ifj: M-M is a 
homeomorphism with respect to the path topology, then 
j must be a smooth conformal isometry 0 But along the 
way they prove the following: 

Lemma 52; If (i'v1, g) is a spacetime and f: M - M is a 
homeomorphism with respect to the path topology, then 
both f and 1"1 preserve continuous timelike curves. 

Thus it follows immediately that we have 

Theorem 3; If (M ,g) is an arbitrary spacetime and f. 
M - M is a homeomorphism with respect to the path 
topology, then f is a smooth conformal isometry. 

One can easily reformulate the theorem so as to be 
parallel in form to Theorems 1 and 2. One simply takes 
f; M - M' to be a path topology homeomorphism be
tween arbitrary spacetimes (M,g) and (M',K'). The 
conclusion is affected not at all. 

5. PROOF OF THEOREM 1 

If it were assumed that j preserves all continuous 
curves, it would follow immediately that j is continuous. 
Given any sequence {PJ converging to p, one could 
find a continuous curve "threading" all the Pi in se
quence and then p. Its image would have to be a con
tinuous curve threading all the j(Pj) in sequence and 
thenj(p). Hence {j(p)} would have to converge toj(p). 
Under our hypotheses, however, this construction can 
only cope with sequences {Pi} which converge chrono
logically to p. The problem is with those sequences 
{Pj} which converge to P but are locally spacelike re
lated to p • 

Our proof is rather long and so is divided into a se
quence of lemmas. The crucial idea is this: To show 
that j is continuous at p, one proves that one may as 
well assume that j is continuous over a nice-looking 
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region near p (Lemma E). Then one uses continuous 
null geodesic segments in that "safe region" to char
acterize the convergence of points to p. This does the 
trick because (by Lemma 1 above) continuous null geo
desics in the safe region are necessarily preserved by 

f· 
In what follows LJ (resp. LJ') is taken to be the set of 

points at which j (resp. j-1) is discontinuous. 

Lemma A: If ° is an open set in M, 0' is an open 
convex set in M', and j[O] C 0', then ° CM - f). 

Pro oj: Let p be any point in 0. To show j is continuous 
at p, it suffices to show that given any open set lj' con
taining j (p), j"1 [0' n V'] is open in M. Since 0' is con
vex, the spacetime (0' ,gIOl) is strongly causal. So the 
Alexandroff topology on 0' is equal to the relative mani
fold topology induced in 0' Thus V' n 0' is open in the 
A lexandroff topology on 0'. But j I 0 : ° ~ 0' is certainly 
continuous with respect to the Alexandroff topologies on ° and 0'. So j"l[V' nO'] must be open in the Alexandroff 
topology on 0. A fortiori j-1[ V' no'] is open in (the 
manifold topology on) M. / 

Lemma B: Given pin M, there is an open set ° in 
M containing p such that I(p, 0) c:: M -f). (So f is at 
least continuous over "local futures and pasts. ") 

Prooj: Let 0' be an open convex set containingj(p). 
We show first that there is an open set ° containing p 
such that j[I+(p, 0)] c:: 0'. 

Suppose there is no such 0, Then given any open 0 1 
containing p there must be a point PI in 01 such that 
Pl E rep, 01) but j(p) do' < Since I-(p1' 01) is open, we 
can find an open set 02 c:: 01 containing p such that 
02 c 1- (PI' OJ. There must exist a P2 in 02 such that 
P2Er(p,oz)c::r(p,Ol) butj(Pz)do'. Clearly Pz«P1(0). 
Continuing in this way, we can generate a nested se
quence of open sets 01 ~ O2 2°3 ' •• all containing p, and 
a sequence of points {Pi} where, for all i, Pi r- 0i' PI• 1 

«Pi(Oi)' P«Pi(Oi)' but j(Pi) <;1 0' (see Fig. 2). Further
more, we may choose the {oj so that they converge to 
P (Le., so that their intersection is {P}). Now we can 
certainlv join p. 1 to p. with a continuous future directed 
timelik~ curve ~+egme~t Yi contained in 0i' Linking 
these segments together and adjoining the point p, we 
obtain a future directed continuous timelike curve y 

through P which "threads" all the Pi' By our construc
tion no initial segment of je y can intersect 0'. But this 
is impossible since j' y is a continuous timelike curve 
through j (p). 

Therefore, as claimed, there is an open set con
taining p-call it 0l-such that j[J+(p, 01)] CO'. Simi
larly, there is an open set 0z such that j[I-(p, 02)] c:: 0'. 
Let o=oln Oz. Then clearly, f[I(p,O)]C::O'. It now 
follows by Lemma A that 1(p, 0) c:: M -f) .J 

Lemma C: j and j-1 preserve continuous causal 
curves. 

Prooj: Let y: 1- M be a future directed continuous 
causal curve in M with y(to)= p for some to E I. Let 0' 
be any open convex set containing j(P). We must show 
that there exists an open subinterval J c:: I containing to 
such that: 

tEl and t < to:=;;.{j oy)(O <j(p) (0'), 
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FIG. 2. 

tE Y and to < t:=;;.j(p) < (j 0 y)(t) (0'). 

Just as in the proof of Lemma B we can show that there 
must exist an open set ° in M containing p such that 
j[I(p, 0)] c:: 0'. By moving to a subset we may take ° to 
be convex. We choose I c:: I containing to so that: 

tEl and t<to:=;;'oov(t)<p (0), 

tE Y and to < t:=;;.p <yet) (0). 

Now if yU) < p, then every continuous timelike curve 
segment through yet) intersects I-(p, 0). Hence every 
continuous timelike curve segment through (j 0 'Y let) 
intersects I-{j(p), 0'). Thus (j c y)(t) E cliI-(j(p), 0')] 
and therefore, since 0' is convex, (j0y)(tkJ-(j(p),O'). 
Thus the first half of (*) is established. The second 
half is symmetric. Hence joy is a future directed con
tinuous causal curve, (The argument for j-1 is, of 
course, symmetric.)/ 

Lemma D: (il LJ is closed in M; fJ' is closed in M'. 

(ii) For all p EM, P E f) iff f (p) E j)'. 

(iii) If P E fJ, then there is an inextendible future 
directed continuous causal curve through P fully con
tained inj) . 

Prooj: Suppose j is continuous at p. Let 0' be any 
open convex set containing j(p). Let ° be an open set 
with p EO C::j"1[0']. Then, applying Lemma A, we have 
that 0 c:: M -fJ. Thus M - fJ is open. Similarly M' - f)' 
is open. So CO 0 

Suppose Pis inDo Then there exists a sequence {p!} 
which converges to P and an open convex set 0' in M' 
which contains j(p) but none of thej(Pf)' We can find 
sequences {r l } and {Sf} converging chronologically to p 
from below and above respectively such that for each 
i there is a local future directed continuous time like 
curve Yi through PI with initial point r l and terminal 
paint Si' The only accumulation point of the ')If is p. 

Now {j(r!)} and {j(s/)} must converge to f(Pl, So 
(passing to a subsequence if necessary) we may assume 
that all JOYI begin and end in 0'. But since j(Pf) <i 0', 
each of these curves JOYI must leave 0' as well. There 
will be a future directed inextendible continuous causal 
curve A through j(p) every point of which is an ac
cumulation point of the joy f .6 Since the only accumula
tion point of the Y i is P, it must be the case that 
A - {f (p)} c:: fJ'. Since fJ' is closed, it follows that A 
C::f)'. Thus p Ef) :=;;. f (p) ED'. The converse is sym
metric. So we have (ii). For (iii) we need only repeat 
this past argument with respect to f{ p) and rl. / 
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Lemma E: IfD * ¢, then there exists an open convex 
set ° withD n ° * ¢ such that: 

(i) D is achronal in 0. 

(ii) Through each point P inD n ° there passes a uni
que continuous null geodesic r,o such that r,o nOr:;;, D ' 

(iii) Given any continuous null geodesic r which in
tersectsL) n 0, either rn Or:;;,L) or rn onD is a 
singleton. 

Proof: First note that (ii) and (iii) follows from (i) in 
view of Lemma D. For (i) supposeL) *jZ) but no ° exists 
satisfying the required conditions. Let 01 be any open 
convex set meetingD with compact closure. By our 
assumption we can find points r 1 and S2 in 01 n D such 
that r l «Sl (° 1), Now let 02 be any open convex set where 
r l E 02 r:;;, l-(Sl> 01)' Repeating the argument with respect 
to 02' we can find points r2 and S2 in 02 n L) such that 
r2 « S2(02)' Certainly S2« Sl (OJ. Continuing in this 
fashion, we generate a sequence {SI} in 01 n D with 
S i+l « S i (01) for all i, This sequence must have an ac
cumulation point s. But now if we apply Lemma B to 
s, we find that there must exist an open set ° contain
ing S such that J+(s, 0) r:;;, M - D. This leads to a con
tradiction since eventually all the s I must enter 
]+(s, °1 ), / 

Proof of the Theorem: Suppose L) *¢ and ° is as in 
Lemma E. Let P be any point in D n ° with correspond
ing r p' Clearly l(r p no, 0) r:;;, M - L). There must exist 
a sequence {PI} converging to P and an open convex set 
0' containingf(p) but none of thef(Pi). 

Let Q be any future directed continuous null geodesic 
segment through P distinct from r,o which is sufficiently 
"short" that f 0 Q is fully contained in 0'. There exist 
continuous null geodesic segments Q i within 0, passing 
through PI respectively, which converge to Q in the 
sense that every open set which intersects Q intersects 
eventually all Qj • We may choose {Q;} so that it has no 
convergence points off Q, Eventually all Q; enter 
l(r p r, 0, 0) and hence M -j). It follows from Lemma 
E (iii) that, for eventually all i, Q/1 j) is either empty or 
a singleton. The intersection point of Q i withD (if there 
is one) comes either "before Pi'" at PI itself, or "after 
PI'" Without loss of generality we may assume that 
there is an infinite subset of {QI} in each member of 
which the intersection point withL) (if there is one) does 
not come before Pi' Now let Qj be the "lower-half" of 
Qi with future end point Pi included. By moving to a sub
sequence we can thus find a sequence of continuous null 
geodesic segments {Qi} in ° with the following prop
erties (see Fig. 3): 

(i) {Qi} converges to the lower half Q- of Q, but has 
no convergence points off Q- • 

(ii) For each i, Qj n L) r:;;, {PI}' 

From (ii), Lemma C, and Lemma 1, it follows that 
each image curve f 0 Qj is a continuous null geodesic 
segment in M'. From (0 and the fact that Q- -{P}r:;;, M -L), 
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it follows that these segments converge to fo Q-. 

Now recall that no point f (p /) lies within 0'. So, 
though the f 0 Qj converge to fO 0-, they must all leave 
0' before reaching their respectivef(p/), Letf(q) be 
any point of the null geodesic extension of fo 0-. We 
claimf{q)ED'. For suppose to the contrary that 
f (q) E M - L)', Then, since f (q) is a convergence point 
of {joQj}, q must be a convergence point of {OJ}. This 
is impossible since q ri 0-. 

In our construction we assumed that 0 satisfied the 
"not before P;" clause for an infinite subset of Q j , Drop
ping that assumption, we have the following conclusion. 
If 0- and 0+' are the respective lower and upper segments 
of Q, then either the future null geodesic extension of 
f 00- or the past null geodesic extension of f 0 Q+ is a 
future directed continuous causal curve segment through 
f(P) lying withinj)'. But this is true of all future 
directed continuous null geodesic segments; Q was 
chosen arbitrarily. Thus, since f is a bij ection, it fol
lows that there exist distinct future directed continuous 
causal curves through f(P) lying withinj)'. Their pre
images under /"1 must be distinct future directed con
tinuous causal curves through plying withinL), But this 
contradicts our assumption thatLJ is achronal in 0. 

Thus, j) is empty, and, hence, ,0' is empty as well, / 

ACKNOWLEDGMENTS 

I wish to thank Professor Robert Geroch for several 
suggestive discussions, and Professor Howard Stein for 
catching a number of errors in an earlier version of 
this paper. 

IE. H. Kronheimer and R. Penrose, Proc. Camb. Phil. Soc. 
63, 481 (1967). 

'IS. W. Hawking, A. R. King, and P.J. McCarthy, J. Math. 
Phys. 17, 174 (1976). 

3Proofs of these and subsequent claims can be found in S. W. 
Hawking and G. F. R. Ellis. The Large Scale Structure of 
SPacetime (CambridgeU.P., Cambridge, 1973); R. Penrose, 
Techniques of Differential Topology in Relativity (SIAM, 
Philadelphia, 1972). 

<I A proof is given in Hawking, King, and McCarthy (Ref. 2). 
The theorem is not formulated in exactly this from, but the 
argument carries over intact. 

5This version of the theorem is applicable to all temporally 
orientable spacetimes whether or not a particular temporal 
orientation is distinguished. 

GHawking and Ellis (Ref. 3) prove this in detail in their 
Lemma 6.2.1. 

David B. Malament 1404 



                                                                                                                                    

Equivalence transformations for nonlinear evolution 
equations* 

Franco Magri 

Istituto di Matematica del Politecnico. Piazza Leonardo da Vinci. 32-20133 Milano. Italy 
(Received 9 August 1976) 

A systematic approach to the study of nonlinear evolution equations based on the theory of the 
equivalence transformations is suggested. In this paper it is applied to the Burgers and to the Korteweg-de 
Vries equations. The main result is that the Hopf-Cole transformation for the Burgers equation and the 
Miura. Backlund. and Hirota transformations for the Korteweg-de Vries equation (together with the 
linear equations of the inverse scattering theory) are all deduced from a single general equivalence 
condition. 

INTRODUCTION 

The aim of this paper is to suggest a systematic 
approach to the study of nonlinear evolution equations 
based on the theory of the equivalence transformations. 
This method, well known in the theory of classical 
dynamical systems, 1 seems not only conceptually sim
ple but also effective in the applications. In this paper 
it is applied, in particular, to the Burgers and to the 
Korteweg-de Vries equation (hereafter abbreviated as 
KdV equation). 

In Sec. 1, we present an operator formulation of the 
theory of the equivalence transformations for evolution 
equations. The use of the methods of the nonlinear func
tional analysiS allows one to unify all the equivalence 
conditions for particular equations into the single 
operator equilJalence condition (1. 6). This condition 
holds both for linear and nonlinear equivalence trans
formations and is the starting point of a systematic 
analysiS of these transformations. In particular, we 
show how the equivalence transformations may be 
used in the study of the symmetry transformations, of 
the conservation laws, and of the initial value problem 
for a given evolution equation. For the convenience of 
the reader, the few notions of the nonlinear operator 
theory which are needed in this section are summarized 
in the Appendix, 

Section 2 deals with the study of the equivalence 
transformations of the Burgers equation (2. 1). As the 
simplest example, we find the well-known Hopf-Cole 
transformation which reduces the Burgers equation to 
the linear diffusion equation. This result gives a new 
interpretation of this transformation and displays the 
constructive character of the procedure suggested in 
Sec. 1, 

In the following two sections we search for equiva
lence transformations of the KdV equation (3.1). This 
approach, which differs from that followed in the 
original papers, leads in a way which seems more sys
tematic to the other equations (such as the modified 
KdV equation and the linear equations of the inverse 
scattering theory) usually associated with the KdV equa
tion, As a particular example of equivalence transfor
mation we obtain the so- called generalized Miura trans
formation (3.13). 

In the last section, we show how the Backlund trans
formation for the KdV equation can be viewed from the 
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standpoint of the equivalence transformations pre
viously found. 

The study of the conservation laws of the evolution 
equations and of their link with symmetry transforma
tions shall be dealt with in a subsequent paper, 

1. THE METHOD OF THE EQUIVALENCE 
TRANSFORMATIONS 

In this section we formulate the theory of the eqUiva
lence transformations for a system of nonlinear evolu
tion equations like (A, B = 1,2, ' .. ,n) 

(1. 1) 

where the field functions uA(x, t) are supposed to be de
fined, at any instant of time, in a fixed region n of 
m3 and the subscripts denote the partial derivatives of 
these functions with respect to the space coordinates 
xi, 

Dealing with evolution equations it is useful to con
sider the time t as a parameter and to emphasize the 
dependence of the field functions on the time. Conse
quently, we shall Simply denote by u (to) = (u 1 (x, to), ' • , , 

un(x, to)) the n- tuple of the field functions evaluated at 
the time instant to, regarded as functions of the space 
coordinates only, 

Now, in order to develop the theory of the equiva
lence transformations from a general and unified stand
point, we introduce the following operator formulation. 
We consider the linear function space U of the field 
functions regarded as functions of the space coordinates 
only. Any n-tuple u(to) will then be referred to as a 
point of this space, and the function u = u(t) will be re
garded as defining a line in U (Fig. 1). The functions 
KA(U B , uf, uti' ... ) define a nonlinear formal differential 
operator with domain and range in the space U, which 
we shall denote by K. The given evolution equations may 
then be synthesized into the single operator equation 

(1. 2) 

This equation is called an abstract evolution equation. 
Its solutions, if any, may be regarded as the field lines 
of the abstract vector field defined by the operator K,2 
This geometric standpoint allows to introduce in a con
ceptually simple way the notion of equivalence trans
formations, as follows. 
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A. Equivalent equations 

Consider a second evolution equation 

(1. 3) 

defined on a second linear function space V and let F be 
a generally nonlinear transformation which relates the 
spaces U and V. We write 

u=F(v) (1, 4) 

and we suppose that this transformation admits an in
verse mapping and is Gateaux differentiable (see the 
Appendix), 

Equation (1, 3) is said to be equivalent to the given 
Eq. (1. 2) under the transformation (L 4), if el'ery solu
tion v=v(t) of Eq. (1.3) is mapped into a solution u=u(t) 
of Eq, (L 2) (Fig, 1).3 

B. Condition of equivalence 

If the operator F does not depend explicitly on the 
time t (as we suppose henceforth, for simplicity), we 
get 

(1.4) 
atll- K(ul = o/F(v) - K(F(v», 

(A4) 

= F~ atv - K(F(v)), 

(I,;P F:,H(v) - K(F(v», (1. 5) 

where F~ is the linear Gateaux derivative of the operator 
F. Hence in order that u = F(v) be a solution of the 
evolution equation (1. 2) it must be 

F~H(v) - K(F(v» ~ 8u (1.6) 

for every solution v of Eq. (1. 3). Here 8u denotes the 
null element of the space U, and we have used the 
symbol ~ to mean that the equality must hold only for 
the solutions of Eq. (1. 3). Obviously this condition is 
sufficient as well. It is the operator equivalence condi
tion we were looking for. 

If we know both the evolution equations (1. 2) and (1. 3), 
we can use this condition to verify if they are equivalent 
under a mapping (1.4). On the other hand, if we know 
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only the evolution equation (1. 2), we can use this condi
tion to produce both the equivalent equation (1. 3) and the 
equivalence transformation (1.4). It suffices to look for 
a pair of operators H: V - V and F: V - U such that 
condition (1. 6) be identically verified (the condition 
being in this way a fortiori verified on the manifold of 
the solutions). In the next three sections we shall give 
examples of this procedure, considering in particular 
the Burgers and the KdV equations. 

C. Symmetry properties 

Let us assume a symmetry transformation of Eq. 
(1. 3), i. e., a mapping S: V - V which maps solutions of 
this equation once more into solutions. 4 Then, any 
equivalence transformation F: V - U induces in a natural 
way a symmetry mapping P : U - U of the given equation 
(1.2), according to the scheme shown in Fig. 2. Name
ly, a symmetry mapping of the given equation COl-re
sponds to every symmetry mapping of the equivalent 
equation. In Sec, 5 we obtain in this way the Backlund 
transformation for the KdV equation. 

D. Local conservation laws 

We shall deal with the relation between the conserva
tion laws of two equivalent equations in a subsequent 
paper, 5 For completeness, here we limit ourselves to 
stating the following result. Let us denote in operator 
form, 

R(u)=p(uB,uf"" ), (L7) 

a conserved densHy6 for the given evolution equation 
(1. 2), Then R(F(v» is a conserved density for Eq, (1. 3), 
Namely, a conservation law of the equil)alent equation 
is associated with ever" conservation laU' of the given 
evolution equation, 

E. Initial value problem 

The problem consists in finding the solution u = u (I) 
corresponding to an initial condition u(O) =uo' If we 
know an equivalent evolution equation which is simpler 

F 

FIG. 2. 

Franco Magri 1406 



                                                                                                                                    

to solve than the given equation, we can think of solving 
this problem according to the following scheme (see 
Fig, 1): 

10 to obtain the initial condition Vo for the equivalent 
equation, by means of the inverse equivalence 
transformation; 

2. to solve the initial value problem for the equiva
lent equation; 

3. to obtain the solution u(t) of the given initial value 
problem, by means of the direct equivalence 
transformation, 

In this way we replace the study of the given equation 
by the study of the pair of equations 

(10 8) 

In Sec, 4, looking for the simplest equivalent equa
tions of the KdV equation, we are lead in this way to 
the pair of linear equations of the inverse scattering 
problem associated with this equation, 7.8 

2. THE BURGERS EQUATION 

As an introduction to the study of the KdV equation, 
in this section we apply the method of the equivalence 
transformations to the Burgers equation (Ret 7, p, 96), 

U j + uU,,- au",,= O. (2,1) 

The main result is that this method leads, in a very 
natural way, to the well-known Hopf-Cole transforma
tion (Ret 7, p. 97), which allows us to linearize the 
Burgers equation. 

We look for operators Hand F of the form 

H(l') = h(v, 1'", li xx ), 

F(l')=f(v, 11", lIxx, 0"), 

(2,2) 

(2,3) 

where hand f are two functions of 11 (x, l) and its space 
derivatives which are to be determined so as to verify 
the equivalence condition (1. 6). The form of the operator 
K, 

K(u) = 2,,(aux - ~U2) (2,4) 

suggests that we choose in particular a function f of the 
kind 

(2.5) 

As a first attempt, we try a function g which depends 
only on Ii, 

F(v) = il"g(v), (2,6) 

In this case, the condition of equivalence (1, 6) becomes 

K(F(v» - F~H(v) 

= 2,,[ag" (v)v~ + ag' (v)v"" - ~g'2 (v )11~ - g' (v)h(v, v"' v",,) 1 
=0 (2,7) 

[where g' (v) is dg/ dv J, The simplest way of verifying 
this condition is to choose 

and g(v) such that 

ag"(v)- ~g'2(v)=Oo 
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(2,8) 

(2,9) 

This condition yields 

g(v) = - 2a In (v + A), (2,10) 

In this way we obtain the equivalence transformation 

u = - 2aa"ln(v + A), (2.11) 

It is the Hopf-Cole transformation. It reduces the 
Burgers equation to the linear diffusion equation 

a well- known result 

(2,12) 

Then the Hopf-Cole transformation appears as a 
particular example of equivalence transformation of the 
Burgers equation, 

3. THE KORTEWEG-DE VRIES EQUATION 

In the following two sections we study the equivalence 
transformations of the KdV equation (Ref, 7, p, 577), 

u t + auu" + u"x" = O. (3.1) 

The main result is that in this way we are lead quite 
directly to the other evolution equations which have been 
related, in the original papers, to the KdV equation, 9 

In particular, in this sec tion we find a three- parameter 
family of equivalence transformations including as a 
particular case the so-called generalized ,'V[iura trans
formation (Ref, 7, p, 600), They relate the KdV equa
tion to a three-parameter family of equivalent equa
tions, which includes as a particular case the modified 
KdV equation, tn the next section we shall obtain the 
linear equations of the inverse scattering theory, 

According to the method of the equivalence trans
formations we look for operators Hand F of the form 

H(v) = h(v, 11", v"., 1'"",,), 

F(v) = f(v, v,,), 

which verify the equivalence condition 

F;,H(v)-K(F(v») 

af of (Bh ah oh 
= a1l h(v 00, v"",,) + 211" av v" + oV" v"" + 3v"" v""" 

+ ~v ) +af(vv )(a
f 

l' + jLv )+(~v3 
ov""" """" " iJv" av,. l<X (1)" 

(3,2) 

(3.3) 

22f 23,! iJ3f a2f 
+3---v2v +3--1' v2 + -113 +3~v v 

2112 av" "XX avavi" xx al'; xx av2 x X" 

+3~v2 +v 3~v +3 v +::L a2f) (a2f g2 af) 
2vav" xx xxx 2vaz'x" ov" xx az' 

(3.4) 

From it we can obtain a set of explicit conditions on the 
unknown functions hand f as follows, 

Firstly, we must impose that the coefficient of vux" 

vanishes. This condition yields 

(3.5) 

Now, we insert this expression into (3.4) and we im
pose the condition that the coefficient of v""" vanishes. 
In this way we obtain the condition 
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( *
' of al) (a2f (Pf *) - +-,-- +3--v+3-v + -0 

/1' a1!.. oUxx au ov" x av; xx v - . 

(3.6) 

In order to keep the expression of h(V1J"l\"Vxx,,) as simple 
as possible, we attempt a solution in the form 

l =l(1I, vJ, 
Then the condition (3,6) implies 

f(I', 1'x) =Avx + B(v)o 

(3,7) 

(3,8) 

Again, we insert this expression in the equivalence 
condition (3.4) and we impose the condition that the co
efficient of vn vanishes. We obtain the condition 

Ol d2B(v) 
A- + aA(Avx + B(I'» + 3 -d 2 V,,= 0 

01'x l' 
(3,9) 

which yields 

1(1.' /' )=-- aA+--? 1,2- aB(v)v_ 1 ( 3 d2B) 
'" 2 A dv-" x" 

(3,10) 

Lastly, we insert this expression in (3,4) and we im
pose the conditions that the coefficients of v;, v;, and 
v" separately vanish, These conditions yield 

B(v) =- ~aA2v2 + BII + C, 

or 

B(v)=D, 

where A, B, C, and D are arbitrary constants. 

In this way, we have obtained the following two 
classes of equivalence transformations of the KdV 
equation: 

and 

U = Azl'" + D 

corresponding to the choice (3,11) and (3 0 12), 
respectively> 

(3,11) 

(30 13) 

(3,14) 

In (3) 14) we used U' instead of v in order to keep the 
two classes quite distinct The associated equivalent 
equations are given by 

(3, 15) 

and by 

H't +u'""" + {aAw; + aDz{'" = 0 0 

The transformation (3, 13), with A = 1 and B = C = 0 is 
the :Hiura transformation (Ret 7, p, 599); with A 
= iE/ a and B = 1, C = 0 is the generalized Miura t1-ans
formation (Ref. 7, p, 600), Then these transforma
tions appear as particular exampl es of equi1!alence 
transformations of the KdV equation, The transforma
tion (3,13), with B=O, relates the KdV equation to the 
so-called modified KdV equation, 

(3,17) 

This equation is then a particular example of an equiv
alent equation to the KdV equation, It is of interest to 
note that Miura found his transformation by noticing a 
correspondence between the conservation laws of the 
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KdV and of the modified KdV equations, rather than a 
correspondence between their solutions (Ref, 6, p, 
1207), The general relation between the conservation 
laws of every pair of equivalent equations, illustrated 
in Sec. 1, gives the reason for this fact. 

4. THE MODIFIED KORTEWEG-DE VRIES 
EQUATION 

A way of pursuing the study of the equivalence trans
formations is to search for higher-order transforma
tions, Leo, for transformations which depend on high
er-order derivatives than the first order, to which we 
have restricted ourselves in the previous section, An 
alternative (and more convenient) procedure is to search 
for first-order transformations of the equivalent equa
tions already obtained, In fact, combining in sequence 
two first- order transformations we obtain a second
order transformation, and so forth, 

According to this point of view, in this section we 
study the first-order transformations of the modified 
KdV equation (3,17), From them we shall deduce sec
ond-order equivalence transformations of the KdV equa
tion (see Fig, 3), 

The modified KdV equation is characterized by the 
nonlinear operator 

H(V)=o,,(a;:2 v3-acv-v",,)0 

In analogy with the Burgers equation, we search for an 
equivalence transformation of the kind 

Let 

Ut +U:r;:x:x t-auux =0 

(kdV equafton) 

FIG. 3. 

(4,2) 

(4.3) 

a' A2 2 
1ft .,. V xx", - --;;-V If,,'" 

raCvx =0 
(modrlied A-dV eqvafton) 
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FIG. 4. 

mod/lied 
kdVequatlon 

be the corresponding equivalent equation. The equiva
lence condition (1. 6) becomes 

GW(z{!) - H(G(z{!)) 

r (a2
A2 ~ = 0'l~1 (z{!)n(l/> • .. z{!"xx) + gill - 18 gl3

J 
z{!; 

+ aCg'z{!" + 3g"z{!"I/>"" + glz{!"",,] = O. 

The simplest way of verifying this condition is to 
choose g(l/» and n(l/> • •• z{!m) such that 

and 

(4.4) 

(4.5) 

g' (1/»[n(I/>' •• z{!"",,) + z{!"xx + aCz{!,,) + 3g" (z{!)z{!"z{!xx = D(t) (4.6) 

where D(t) is an arbitrary function of the time. The 
first condition yields 

g(l/» = - ;A lnl/! (4.7) 

and then, from (4.6) we obtain 

I/>"I/! aA 
n (I/!' •• I/!m) = 3 ¢ - I/!""" - aCI/J" - 6 D(t)I/!. (4. 8) 

The transformation (4.7) is once more the Hop/-Cole 
transformation. It is an equivalence transformation 
also for the mOdified KdV equation. The associated 
equivalent equation is 

(4.9) 

Combining in sequence the equivalence transforma
tions u=F(v) and v=G(I/!) given by (3.13) with B=O and 
by (4.2), we obtain 

u=_§.fu+ C a I/> • (4.10) 

This is the second-order equivalence transformation 
which directly relates the KdV equation to the equivalent 
equation (4. 9). 

For the convenience of the reader, we summed up the 
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main classes of equivalence transformations of the KdV 
equation previously found in Fig. 3. In it we also sum
marized the main equivalent equations which have been 
related to this equation. 

In Fig. 3 we have symbolically represented the mani
fold of the solutions of the various equations as curved 
surfaces in the corresponding linear function spaces. 

Now, as we have seen in Sec. 1, we can replace the 
study of the initial value problem for the KdV equation 
by the study of the pair of equations formed by any 
equivalence transformation and by the associated equiv
alent equation. A comparison of the equivalence trans
formations in Fig. 3 shows that it is convenient to 
choose the pair of equations (4.9) and (4.10). In fact, 
they also may be written in the form 

a 
1/>",,+ '6 (11- C)~)=O, (4.11) 

a aA 
I/>t + I/>m + 2' (u + C) 1/>" + 6 D(t)1/> = o. (4.12) 

In this way, we have replaced the study of the given 
nonlinear evolution equation by the study of a pair of 
linear equations in the new unknown function 1/>. They 
are the linear equations of the inverse scattering theory 
(Ref. 7, p. 587; Ref. 8) 

Thus, the theory of the equivalence transformations 
seems to supply a systematic procedure in the studv of 
nonlinear evolution equations. 

5. THE BACKLUND TRANSFORMATION FOR THE 
KdV EQUATION 

In this section, from the study of the symmetries of 
the equivalent equations previously found, we deduce 
the Backlund transformation for the KdV equation. 10 This 
example pOints out how Backlund transformations for 
evolution equations can be viewed from the standpoint 
of the theory of the equivalence transformations. 

Following Chen, 11 let us observe that the modified 
KdV equation (3.17) manifestly admits the discrete 
symmetry 

-
11=-V. (5. 1) 

Then by means of the equivalence transformation (3.13) 
(with B = 0), which relates the modified to the KdV 
equation we at once obtain the following symmetry map
ping u - u of the KdV equation: 

aA2 _ 
u = AI' - - v2 + C 

"6 ' 

- A aA2 2 C u=- v,,- -6-11 + , 

(5.2) 

where v is any solution of the modified equation. Equa
tions (5.2) may be regarded as the parametric equations 
of the symmetry mapping, where the function v plays 
the role of the parameter. This symmetry mapping is 
the Backlund transformation for the KdV equation. 
(See Fig. 4.) 

Now, by means of the other equivalence transforma
tions previously found we can recast this Backlund 
transformation into different forms. 
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I 
u--w", 

kdV equatlor; 

FIG. 5. 

modified tdV equatIOn 

Firstly, we can work it out in the space W linked to 
the original space U by the equivalence transformation 

U=-U'". 

(See Fig. 5.) In this space the parametric equations 
become 

aA2 
- U' = Av - --1,2 + C 

" "6 ' 

_ aA2 
-u' =-Al' - -1,2+C 

" "6 ' 

(5.3) 

(5.4) 

The usual form of the Backlund transformation is then 
obtained by eliminating the parameter v between these 
parametric equations [observing that from (5.4) we get 
2Av =w - wl. 11 

Another form of the Backlund transformation can be 
obtained passing from the parameter v to the param
eter '" according to the scheme shown in Fig. 6. In this 
new parameter, the parametric equations become 

6 I/!xx II=---+C 
a '" ' 

- + 6 fu 12 "'~ + C u= aw--;~ . 
(5.5) 

The first parametric equation is exactly the linear 
equation (4.11) of the inverse scattering theory. This 
fact points out clearly the strict connection between the 
Backlund transformation and the inverse scattering 
theory. 

Lastly, observe that from (5. 5) we get 

_ 12 
u - u = -a il,.." InW. (5.6) 

Let us take, in particular, u = 0 as the starting solution 
of the KdV equation. Then the new solution u is given by 

_ 12 
u = -a On lnl/!. (5.7) 

This relation is just the transformation suggested by 
Hirota. 12 This fact shows that the Hirota tranformation 
is a particular case of the Backlund transformation, 

Thus, the theory of the equivalence transformations 
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FIG. 6. 

seems to supply a systematic procedure to study the 
s)'mmetries of the nonlinear evolution equations, 

CONCLUSION 

The aim of this paper was to point out how the study 
of the equivalence transformations may supply a unified 
view in the theory of nonlinear evolution equations. The 
study of the Burgers and of the KdV equations em
phasizes the constructive character of this method, The 
main result is that the transformations associated with 
these equations can be all deduced from the single 
operator equivalence condition (10 6), The same proce
dure can be followed also in the study of other evolution 
equations (such as the nonlinear Schrodinger equation), 
as we shall see in a subsequent paper. 

APPENDIX 

The main concept of nonlinear operator theory which 
we need is the notion of the Gateaux derivative of an 
operator F: V - U. It may be denoted by the symbol F~ 13 

and is defined by 

F~rp = ! F(v +Erp) I E=O' 

If the operator F is of the form 

F(v) =f(v, v"' v"",",) 

we have 

F~rp = ! f(v +Erp, v" + Erp", ••• ) I E.O 

Then, we at once verify the relation 

of of o F(v)=-o v+-OtV + ... 
t ov t ov" x 

=afV+~OVt+'" 
ov t oV,," 

=F~otv. 

(A1) 

(A2) 

(A3) 

(A4) 

It also holds for operators F which are more general 
than (A2), 
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Inclusions of arbitrary shape in an elastic medium 
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The problem of elasticity where a homogeneous linear solid of arbitrary shape and elastic constants is 
embedded in an infinite homogeneous isotropic medium is discussed in a manner which is a straightforward 
generalization of Eyges' work on the Laplace equation. An exact integral equation is recast into an infinite 
system of algebraic equations and a systematic scheme of approximation is obtained by truncation. The 
lowest order approximation is discussed in detail, and its accuracy is shown to be quite good even for large 
differences in moduli between the two phases. Application to the effective moduli of composite materials is 
briefly discussed. 

1. INTRODUCTION 

In this paper we consider the problem of a homoge
neous linear solid of arbitrary shape and arbitrary 
elastic constants (phase 2, or the inclusion) embedded 
in an infinite, homogeneous, isotropic medium (phase 
1). In such a problem, one typically wishes to find the 
strain in the inclusion in terms of the strain imposed 
at infinity. An exact solution cannot be expected in 
general, so the utility of any method must be measured 
by the possibility of systematic approximations. The 
usual approach of first finding the general solution in 
each phase and then matching solutions at the boundary 
results in a set of linear algebraic equations for the 
coefficients in the general solutions. But where the 
shape is complicated, the imposition of boundary condi
tions becomes very difficult and it is not easy to formu
late approximate boundary conditions either. Thus this 
method does not naturally give rise to a practical 
algorithm for obtaining approximate solutions. 

This problem is treated here by an integral equa
tion, !,2 which will be derived in Sec. 2; here we only 
wish to point out two important features. (1) The equa
tion incorporates both the differential equation of elas
ticity and the boundary conditions, so that the necessity 
for matching solutions is obviated. (2) The integral 
equation connects the strain in the inclUSion directly to 
the strain at infinity and does not involve the strain in 
finite parts of phase 1. It is therefore tailored to the 
problem at hand. 

The advantage of the integral equation lies in the 
possibility of systematic approximations, and it is the 
main task of this paper to discuss these in detail, in a 
manner which simply generalizes the work of Eyges on 
the Laplace equation3 and the Schroedinger equation4 

and that of Waterman on the Helmholtz equation. 5 The 
main idea is quite simple: We expand the strain in the 
inclusion in a complete set, for example, a Taylor 
series, so that the integral equation becomes an infinite 
set of linear algebraic equations for the expansion 
coefficients. These equations are analogous to a Similar 
set for the coefficients in the general solutions in the 
traditional approach, but is considerably simpler be
cause only the strain inside the inclusion is involved. 
Finite subsets of these equations obtained by truncation 
can be solved, and taking larger subsets yields higher 
orders of approximation. 
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The lowest nontrivial order of approximation consists 
of retaining only one term and one equation and physi
cally corresponds to the approximation where the strain 
inSide the inclusion is regarded as uniform. This 
approximation is discussed in detail in Sec. 3. It is 
interesting to note that this approximation becomes 
exact when the inclusion is an ellipsoid. In this case, 
our result, of course, agrees with the classic work of 
Eshelby 6 on ellipSOidal inclUSion, but the method used 
here is perhaps more acceSSible to those who are not 
expert in elastic theory. More importantly, we provide 
an approximate solution to nonellipsoidal inclusions. 
As an illustration, the result for a cubical inclusion is 
presented in Sec. 4. An important application of elastic 
inclUSion theory is the calculation of the effective moduli 
of a composite material, and we present the result for 
a dilute dispersion of randomly oriented cubical 
inclusions. 

It is, of course, important to know the form and size 
of the correction to the lowest order apprOximation. 
To this end, in Sec. 5 we present a simple higher-order 
calculation, which indicates that higher-order approxi
mations yield a continued fraction expansion and that 
the error in the lowest order is small even for large 
differences in moduli between the two phases. 

2. THE INTEGRAL EQUATION 

A number of methods have been used to derive inte
gral equations for various physical systems (dielectric,3 
quantum mechanical," acoustic, 5 and elastic! ,2) involving 
an inclusion embedded in a medium and governed by 
second order differential equations. Primarily to 
establish notations, we present a brief derivation for 
the case of elasticity based on the Green's function 
technique, which should underline the unity in the 
mathematical structure of all such systems. 

Consider an infinite solid with a space-dependent 
stiffness tensor Cjj,kl(X), Its energy density is 

f(x) = ~c ij,kl(X) a jUj(X) a kUI(X), (1) 

where u/X) is the displacement field. Taking J [(x)d3 y 
to be stationary gives the equation of static equilibrium 

iJ,,[cij,kl(X)Cljuj(X)]=O. (2) 

Now suppose the solid to consist of an inclusion (phase 
2) embedded in a medium (phase 1), both being homoge-
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neous. Then 

Clj,"I(X)=ci~,~I' XE V"' a=1,2, 

and Eq. (2) can be written as 

c iJ ;.1 rykry IUj == ak{[C\J;kl - C IJ,kl(X) la I uJ 
or, more compactly, 

D/j uj(x) == ry"Plk(X), 

(3) 

(4) 

(5 ) 

where P,. is the expression inside the curly brackets in 
(4) and vanishes in phase 1. The operator D/j is 

(6) 

If we define the Green's function Gjm for the medium 
by 

D ljG jm(X) = ° 1m 03(X), (7) 

then Eq. (5) has the formal solution 

uj(X) = u~(X) + Id3
" G j .. (x - y)[ry. P ",,,(y»), (8) 

where u~ is a homogeneous solution. Integrating by parts 
and making use of the explicit form for P mk' we convert 
(8) to 7 

Uj(X) = U~(X) + D.C iI,k .. Iz d3y akG , .. (x - y) Ci i UI(Y), (9) 

where D.C;Z,km = cg,\", -cll\", and the integral runs over 
phase 2 only. 

This is the starting point of our approximation scheme 
to be discussed in the next sections. However, we have 
yet to know the Green's function Gj ",. To keep the prob
lem tractable, we specialize to cases in which phase 1 
is isotropic, characterized by the bulk and shear 
moduli Kl and G1: 

ci~\m =K1oi/okm +G](oikolm + 0imol. - ~oilokm)' (10) 

The Green's function can then be found from (7) by 
standard Fourier transform technique, the result being 
simply expressed as follows: 

G/j(x)=_(1/81T)[G;1(liijv2 -airy,) +M~]airyj)lxl, (11) 

where Ml=Kl +tG1 is the longitudinal modulus. 

We are now ready to identify the homogeneous term 
u~(x). If we let Ixl- 00, then, from (11), Gjm(X-y)- 0, 
so that uj(x) - u~(x), showing that u~(x) is the displace
ment at infinity. 

3. SYSTEMATIC APPROXIMATION 

The greatest advantage of (9) is the possibility of 
making systematic approximations. To proceed, we 
expand the strain in the inclusion in a Taylor series 
about the origin, which is chosen to be inside the 
inclusion: 

1 
u,(x)=L. -, u j P P xp . "xp , (12) 

'1 n. I 1'" n 1 n 

and similarly for u~(x). B We now derive a system of 
linear algebraic equations for the coefficients Uj,Pl'''P

n
' 

Differentiate (9) n times and evaluate the result at the 
origin: 
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On the right-hand side of (13), oiU,(y) can likewise be 
expanded, so we get 

Uj'P1"'Pn -u~'PI"'Pn 
= (_l)n D.c iI,k .. ~ {lis! )Tj .. ,kP] ... Pn'.]" '.s u I, /. 1 " '.s' 

where 

which only depends on the elastic constants of the 
medium (phase 1) and the geometry of the inclusion, 
but not on any strain in the problem. 

(14) 

If the system of equations (14) is truncated to a finite 
number of equations involving an equal number of un
knowns, then the coefficients U j ,PI'" PM can be solved in 
terms of the strain at infinity. In fact, the lowest order 
truncation of (14) contains enough nontrivial and useful 
features to warrant a detailed discussion. We take the 
n = 1 equation and on the right-hand side keep terms 
only up to s = O. Then the following closed system of 
equations is obtained: 

(16) 

where from (15) 10 

T j ... kP = Jdva.apG j ",. (17) 

Using (11) for the Green's function, we have 

(18) 

where the shape factors t j .. kp depend only on the shape of 
the inclusion and is totally symmetric and 
dimensionless ll

: 

(19) 

In Appendix A we list the shape factors for spheroids, 
cylinders, and oblongs. 

If we first decompose uj,p into the strain ujf> and the 
antisymmetric part a jp, 

(20a) 

(20b) 

then (16) decouples into two sets. The six components 
of strain can be solved from the algebraic equations 

(21 ) 

while ajp can be obtained from 

a jp - a~p = - D.c II ,kIn Ti .. ,kP U/j' (22) 

Here we have used the abbreviations 

(23) 

For inclusions with inversion symmetry the right-hand 
side of (22) vanishes so that a jb = a~p. 

In general, Eq. (20) for the strain is only an approxi
mation, based on regarding the strain in the inclusion 
as uniform. It is known6 that for ellipsoidal inclusions 
the exact solution indeed yields a uniform strain. We 
shall prove this from the integral equation in Appendix 
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C. From the proof it will be seen that the possibility of 
an exact solution for ellipsoidal inclusions in the case 
of elasticity has the same geometriC origin as the 
possibility of an exact solution in the case of the Laplace 
equation. 3 

4. AN EXAMPLE: A CUBE 

We illustrate this method by treating a cubical in
clusion-probably the simplest geometry for which no 
exact solution exists. For simpliCity we take the cube 
to be elastically isotropic with bulk and shear moduli 
K 2 , G2 , and choose the coordinate axes along the 
principal directions of the cube. With shape factors 
known (Appendix A), the solution of (21) for the strain 
1/ jo is straightforward and results in 

where the r's are 

r ,2 ,12 = HI +C,~G/G,]-', 

r ll ,lI = HI +C2~G/G,]-1 +t[1 +c3 6K/K I ]-1, 

r 11 ,22 = HI + c 2 6G /G, ]-1 - HI + c3 6K/K, ]-" 

(24) 

(25 ) 

and the r's depend only on the ratio of moduli in phase 
I: 

(26) 

where 

il'j = ~ - 2/1311=0. 30, PI = ~ -1/2/311=0,57, 

(}2=13/11=0.55, fl2=f3/411+~=0.64, 

Ql 3=1.00, fl3=0.00. 

Since K I and G, are positive, the c's lie between QI i and 
f3 i' For a typical ratio K,/G , -2, all three c's are close 
to 0.5. 12 

Once we know the strain of a single inclusion, it is 
straightforward to calculate the effective moduli K and 
G of a dilute mixture containing a volume fraction f 
(f« 1) of such inclusions with random orientation. For 
inclusions of any shape the result can be written in the 
form 

(27) 

G=G 1 +(~GSG' 

where the dimensionless parameters SK' Sc depend on 
shape. For randomly oriented cubical inclusions we 
find 

(cube), (28a) 

SG = HI +C2~G/Gl]-1 +t[I +C,~G/G,J-' (cube). (28b) 

It is interesting to compare with the well-known result 
for spherical inclusions [which can be readily obtained 
from (21) by using the values in Appendix A]. For 
spheres, SK is exactly the same as (28a), while Sc is 
given by 

Sc=[1 +C4~G/G,r' (sphere), 

where C4 is again of the form (26), with 
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(29) 

Since c4 is again close to 0.5, there is actually very 
little difference between (28b) and (29), i. e., between 
cubical and spherical inclusions. 

In this section, the cube is chosen merely for its 
simplicity. The main point is that the strain in an in
clusion and the resultant effective moduli of dilute 
mixtures can now be extended (approximately) to non
ellipsoidal inclusions. Previous work on effective 
moduli, except for certain bounds'3-15 have been limited 
chiefly to spheres and spherOids. 16,17 The present meth
od opens the way to a more general discussion. One 
situation involving nonellipsoidal inclUSions in the case 
of semicrystalline polymers,'8 in which the crystalline 
regions (phase 2) form lamellae which are probably best 
described as thin discs. 

It is, of course, essential to know the accuracy of the 
lowest order approximation used in this section. To 
this end we discuss in the next section an example to 
next nontrivial order. The result of the calculation will 
then give a good idea of the size of the error expected 
in the lowest order. 

5. HIGHER ORDER CALCULATION: 
AN EXAMPLE 

In this section we show how the calculation can be 
carried to higher order, Such a calculation illustrates 
the completeness of the method-how increasing accu
racy can in principle be obtained, and more importantly 
gives the form of the higher order corrections and hence 
an estimate of the accuracy of the lowest order approxi
mation. Since higher order calculations are bound to 
proliferate indices, we continue with the example of a 
unit cube and for simplicity consider a purely hydro
static strain at infinity 

(30) 

and calculate only to second order in the strain, i. e. , 
up to u j ,P,P2P3' (First order is trivial on account of 
reflection symmetry.) By symmetry, there are only 
three independent nonzero coefficients to this order. 

(31) 

We take only the n=l and n=3 equations in (14), and 
keep terms only up to s == 2 on the right, thus yielding 
three equations for A, Band C. The 11 = 1 equation 
gives, after some Simplification, 

[1 +6KTik,jk]A +(~G/3)Tj",jn,nnB+(~G/3) 

X[2T;I'ii,li -3Tjn,in,n")C = U, (32) 

The T's are defined by (15), repeated indices are 
summed as usual and we have adopted the convention 
that an index appearing four times is to be successively 
set equal to 1, 2, 3 (corresponding to the principal 
directions) and then summed, i. e. , 

Tin,in,n" == rjl,il,l1 + Tj2,j2,22 + Tj3,j3,33" 

The 17 = 3 case gives two independent equations 

B +2C =0, 
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where in (34) we have already used (33) to eliminate B. 
Equation (33) is independent of the shape, and is in 
fact a consequence of the differential equation alone, as 
can be directly verified. All the T's can be evaluated 
analytically (Appendix B); putting these into (32)-(34), 
we finally obtain 

A-U1+-- , { 
AK O.l1M AG/M~ } -1 

- MI 1+AG(0.72/M1 +O.25/G1 ) 

1 AK{ (0.72 0.25)}-1 
C == -zB=O. 74 MI 1 +AG M-: +M;" A. 

In contrast, the lowest order approximation gives 

A = U{1 + ~K/MJ-l, 

with no information on Band C. 

(35a) 

(35b) 

(36) 

This suggests that the present method gives a com
tinued fraction expansion. Take, for example, (in 
arbitrary units) 

G1 ==1, K 1 =2, G2 =5, K2 =10; 

then the lowest order approximation (36) gives A 
= 0. 294 U while the next nontrivial order (35a) gives 
A = 0, 304U, only showing a 3% difference. Thus even 
for one phase much stiffer than the other (K2 /K 1 == 5 in 
this example), the lowest order approximation is quite 
accurate. Indeed it can be seen that (35a) and (36) 
never differ by more than 10% for all values of M and 
AG. In contrast, low order "Born approximation," 
i. e., the first few terms of the Neumann series solution 
to (9), is unlikely to be accurate except for small 
AK/K1 , AG/G1 • 

6. CONCLUSION 

We conclude by recalling the limitationS of this meth
od. First, the discussion is confined to linear solids, 
so that large deformations cannot be treated. Secondly 
the medium (phase 1) has to be isotropic, for otherwise 
the Green's function G ij is unknown. We emphasize, 
however, that an anisotropic inclusion (phase 2) pre
sents no problem except that of greater complexity in 
the algebra. 

Higher-order calculations are possible in principle 
but are likely to be cumbersome, on account of the 
intrinsic complexity of elasticity. The lowest-order 
approximation is, however, sufficiently accurate to be 
practically useful, for example, in studying the effec
tive moduli of composite materials. 

It is also to be stressed that the only mathematical 
tools used in this study are "standard" ones, i. e., the 
same ones that are encountered in treating the more 
familiar equations of mathematical physics. 3-5 The 
tools, and indeed the language, specific to elastic theory 
(e. g., biharmonic functions, "cuts" and "traction") 
which are perhaps not familiar to all physicists have 
been completely avoided. 

APPENDIX A 

The shape factors f WI are defined by 

(AI) 
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Spheroid 

For a spheroid with principal axes a, a, b, and the 
b axis along n, the shape factor is 

[ijkl = aU>ij Dkl + D;k Djl + Dil Djk ) 

+ {3(D jjn kn l +Otknjnl +ounjnk 

+ Dklninj + Djlnjnk +Ojknjtl l ) 

where 

a = - t +:k(1 - k2
) +i(3 +k2 )L, 

f3= t +t(1 _k2) - ~(5 - k2)L, 

y= - ~ - f(l - k2
) + !f-(7 - 3k2 )L, 

Il == - K2 = 1 _ a2 /b 2 
, 

and 

~
l - k

2 
( 1 1 + k 1 2) -- -In-- -1-3k , 

L _ k4 2k l-k - 1 + K2 (1 -I 1 1 2\ -r ;(tan K- +3 KJ' 

b? a (prolate), 

b.,,: a (oblate). 

For a sphere (k = 0) it reduces to 

tjjkl = - fs(Ojj Dkl + Ojk Ojl + Dil 0jk) 

while for an extremely oblate spheroid (k - + co) 

Cylinder 

(A2) 

For a right circular cylinder of radius R and length 
2!, with cylinder axis along n, the shape factor is again 
given by (A2), where now 

C\'=-H~+e), ,B==-H3~-5e), 

y==-2+H9~-7e), ~=I/(l2+R2)1/2. 

Oblong 

For a oblong with edges ai, bj, ck, there are only two 
independent shape factors: 

4 -1 cb 2 abc a 2 + A2 
'U11=- -tan ~+ -~ 2A2 bZ 2 ' 

1T aJ..>. 1T '" a '" + c 

2 abc 
fuz2= - ;- (a Z +b2)A ' 

where A = (a2 + b2 + C2)1/2. All other components can be 
obtained by permutation. For a cube, these reduce to 

2 2 
t 1111 = - '3 + f3 1T ' 

-1 
fU22= Tn • 

V 31T 

A useful check on these results is given by the identi
ty V'2V'21 x I = - 81T03(X), which implies t i/kk = - 2. Since 
long rods/flat disks can be regarded as the limit of 
spheroids, cylinders, or oblongs, consistency in these 
limits provides another check. 

APPENDIX B 

Here we list the T's fora cube (lxi, Iyl, 1<.1.,,:1) 
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that occur in Eqs, (32)-(34): 

T;n, jn, nn = - (1/M1 )[(6/ 17)ln(2 + 13) - 2 ) = - O. 515/M1 , 

T;l,Ji,1i = - (1/M)[(6/17)ln(2 + 13) -1 J = -1. 515/Ml' 

T;i,jnnn,u=(12 -1213 /17)/M1 +(20n-/17-8)/G 1 

=5.38/M 1 +3.03/G u 

T~m ,mnnn ,mm = (-10/3/317 + 6)/M 1 + (1013/17 - 4)/G 1 

=4.16/M 1 +1. 51/G u 

APPENDIX C 

Here we prove that (16) is exact for an ellipsoidal 
inclusion. The approximation of uniform strain would be 
exact if, upon substituting a constant for 0 iU l(Y) into the 
right-hand side of (9), the resultant integral is linear 
in :1:, for after solving (16) we would then have satisfied 
(9) exactly. So we require f d 3

" ;) kG jm(X - y) to be linear 
in x, that is, 

/d 3 ,,? .. ·ri il.G (y)=O n>2. , - G:l (}:"1,,]m , 

Since G jm(Y) is linearly related to second derivatives of 
lyl (Y)by (11), it is sufficient if 

(dVri ... (J y=O N=n+3>-5, (Cl) 
• 0: 1 aN ' 

For an ellipsoid centered at the origin, it is only neces
sary to consider even N, say N = 2L, L? 3. 

First consider a sphere. Symmetry considerations 
dictate that (C1) must have the form 

where [ I contains all possible contraction of ()II' .. ()I N 

in pairs. Summing over each pair of indices ()Il()l2, ()I 3 ()I 4 , 

etc., gives 

(C3) 

Since \72 \72 y= -81703(r) and here L:> 3, the integrand in 
(C3) is the derivative of a delta function, which, upon 
conversion to a surface integral, proves AN = 0 and 
hence (Cl), 

Next consider a spheroid symmetric about the z axis. 
A general ellipsoid can be treated in exactly the same 
way. Since (C1) has already been proved for any sphere, 
it suffices to integrate over the spheroid minus a small 
sphere of radius E. So (Cl) is 

( dVa "'0 Y 
r>€ 0: 1 aN 

[. ['R (m == dn dyy2(J • .. iJ y, 
o •• € 0: 1 O:N 

(C4) 

where R(n) is the polar representation of the surface, 
in the case of a spheroid given by 

( ) -2 1 (1 1) 2 R n = a2 + 11 -?" cos e. (C5) 
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The integrand (iJ a ••• 0", r) is dimensionally r 1
- N and 

is totally symmetri~ amon~ its indices. Again from 
\72\72r = _ 81703(r) we see that the tensor vanishes upon 
summation over any two or more pairs of indices, since 
the volume of integration excludes the origin. Hence the 
tensor is a linear combination of terms with angular 
momentum l=Nand 1=N-2, i.e.,lg 

(ric> ···iJc> r)=r1-N{LamYN m(n)+LbmYN_2 m(nl, 
1 N m • m I J 

(C6) 

where the dependence of am, bm on ()II' .. ()IN is sup
pressed. Inserting (C6) into (C4) and doing the radial 
integral gives 

/
dV(o "'0 r)= 'dn_1 _[R(n)4-N _E4 -N j 

a 1 C>N J' 4-N 

r>E x{~ amYN ,m(n) + ~ bm Y N - 2 ,m(n)}. 

The term involving E clearly vanishes, while from (C5) 
we see that R(n)4-N is a polynomial of degree N - 4 in 
cose and hence has zero projection on YN,m and YN-2,m' 

This completes the proof of (C1) for spheroids. The 
proof relies on the fact that for ellipsoids R(n)-2 con
tains only up to l = 2 terms, and it is therefore clear 
that uniform strain cannot be expected to hold for shapes 
other than ellipsoids. 

A similar result for the Laplace equation has been 
given by Eyges. 3 

lR.J. Knops, Proc. Edin. Math. Soc. 14, 61 (1964). 
2V.D. Kupradze, Prog. Solid Mech. 3, 1 (1963). 
3L. Eyges, Ann. Phys. (N. Y.) 90, 266 (1975). 
4L. Eyges, Ann. Phys. (N. Y.) 81, 567 (1973). 
5p. C. Waterman, J. Acoust. Soc. Am. 45, 1417 (1969). 
GJ.D. Eshelby, Proc. Roy. Soc. A 241, 376 (1957); Prog. 
Solid Mech. 2, 88 (1961). 

71\ operating on a function of x - y shall always mean %Yk' 
8u~ will only contain terms up to n = 1 if, as is usually the 
case, the strain at infinity is constant. 

9Repeated integration by parts show that there is no problem 
at the origin. 

loFrom now on, all integrals will be understood to be over 
phase 2 only. 

llPower counting may suggest a logarithmic divergence at the 
origin, but actually no such divergence occurs because the 
volume integral can be converted to a surface integral. 

12 A value of Cl = 0 would mean u12 = Ur2' corresponding to a 
"parallel" arrangement of the two phases, while c1 = 1 means 
G2u12 = G 1ur2' i. e., equality of stresses, corresponding to a 
"series" arrangement. The fact that ci ~~ can be heuristically 
interpreted as saying that the actual situation is midway be
tween the two. 

13Z. Hashin, J. Appl. Mech. 29, 143 (1962). 
14 Z. Hashin and J. Shtrikman, J. Mech. Phys. Solids 11, 127 

(1963). 
15R. Hills, J. Mech. Phys. Solids 11, 357 (1963). 
16L. J. Walpole, J. Mech. Phys. Solids 14, 151 (1966). 
t1R. Roscoe, Rheol. Acta 12, 404 (1973). 
18R. Gray and N. McCrum, J. Polym. Sci. A-27, 1329 

(1969). 
19Equation (C7) holds only when put under the integral in (C4). 
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Geometrization of configuration space 
B. E. Eichinger 

Department of Chemistry, University of Washington, Seattle, Washington 98195 
(Received 2 August 1976) 

Projective geometry provides the means to geometrize configuration space, granted three elementary 
postulates: (1) It is possible to describe physical systems as collections of a countable number n of particles; 
(2) the mass-inertial tensor of such a system is positive definite; (3) the Galilei group acting on elastic 
bodies can be rationally extended to the whole of GL(4,R). From these it is possible to deduce that any of 
the three symmetric spaces O(4,n)/O(4)XO(n), U(2,n)/U(2)XU(n), and Sp(1,n)/Sp(l)xSp(n) represents 
the configuration space. These three spaces are Einstein manifolds of constant sectional curvature. Several 
geometrical theorems are given for all three spaces; the metric on each is given in both Cartesian and polar 
forms; infinitesimal generators of the Lie algebras so( 4, n), su(2, n), and sp( I) X sp( n) are also obtained. 
Physical quantities are presumed to be obtained from eigenfunctions of the Laplace-Beltrami operator on 
the three spaces, and partial solutions for such functions are obtained on Sp( I, n )/SP( 1) X Sp( n). These 
solutions fall into two classes: Those with integral values of a quantum number I;:: 0 form the sequence 
2(/+1)2; those with half-integral I;:: 1/2 form a series with (21+1)(1+3/2) members, and possibly 
represent leptons, quarks, etc. 

I. INTRODUCTION 

That phYSical space is non-Euclidean is generally 
accepted. Locally, the geometry of space has long been 
taken to be that of the Euclidean space £3; but over 
large distances the Riemannian curvature is nonzero. 
It is here suggested that it might be of benefit to pre
sume that space is locally proj ectively flat (p3). By in
vestigating the group of automorphisms acting on the 
configuration space of n particles imbedded in p3, it is 
possible to discover that the global nature of such a 
space is hyperbolic. 

There are several interesting analogies between pro
jective geometry and the phYSical world. For example, 
the plane-point duality1 of p3 is analogous to wave
particle duality. Furthermore, p3 is not simply con
nected, and in consequence half-integral spin is compre
hensible. In essense, the step from E3 to p3 admits of 
transformations to and from infinity. In classical terms, 
such transformations are capable of creating and anni
hilating charge and mass in exchange for the potential 
at infinity. This paper does not purport to calculate 
charge or mass; it contains only the basic formulation 
of the projective geometry of n particle systems. 

The geometry of the configuration space of an n
particle system may be deduced from consideration of 
the group of automorphisms acting on the space in such 
a way as to preserve the positive definite character of 
the mass-inertial tensor of the system. Let particle i, 
1 ~ i ~ n, considered to be a point with mass mj, be 
located in flat Euclidian space at yi, 1 ~ Ci ~ 3. The 
matrices M 1/Z = diag(m~ IZ, m1 /Z , ••• , m~ 12) and 

yl y~ v1 
_ n 

VZ _ 1 y~ V2 
_ n 

y= 
y~ v3 y~ _ 2 

1 1 1 

yield the mass-inertial tensor T on construction of T 
=XX', where X = YM1 12 and where X' is the transpose 
of X. The tensor T has components 
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L: m ;y~y~ L: mjy~:v7 L: m iY~Y~ L: III iY~ 

L:mi:vM L:miY~Y~ L: m iY~ 

sym L: miYtv~ L: 111iY~ 

L: rni 

and is symmetric. The matrix X may be interpreted as 
an indefinite Grassmann manifold2 (as will be seen 
later); the coordinates (m~ 12:\,~, 111~ 12.V~, m~ 12:v~, m~ 12) 

= (x~, xf, x~, x1) are homogeneous coordinates1 of the pro
jective space p3. The later observation stems from the 
fact that yi =xi /x~. The points Yi of p3 may be con
sidered to be the rays of 0, the vector space Xi of four 
dimensions. The homogeneous coordinates Xi are de
fined by the yi only to within a constant of proportional
ity, at least insofar as the intrinsic geometry of the 
manifold is concerned. 

Suppose that T is brought to diagonal form by the 
Galilean transformation (supposing time to be an im
plicit variable) 

[::] [:; ::] [~: :} [: :,} 
where R E SO(3), 3 t is a translation vector, r S = Z miyiY~, 
m = Z 111 i' and y~ = Z 111 i)'i. (The choice 1=- 111-

1 Ryo ac
complishes the task.) The fundamental assertion that 
the matrix T is positive definite and hence bounded from 
below is equivalent to saying that systems cannot vanish 
from the world and that masses are nonnegative. Let 
the lower bound be a21., where a is any number less 
than the minimum eigenvalue of XX', so that 

XX':> a214' 

a-lXX' a-1 - 14 > O. (1. la) 

(The matrix equation A > 0 will mean that A is positive 
definite; A < 0 signifies that A is negative definite. ) 
Since the coordinates .vi are unaffected by a-1X -X, Eq. 
(1. la) is geometrically equivalent to 

XX' - 1 > 0 (1. Ib) 
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Where there is no chance for confusion, the order of 
the identity will henceforth be suppressed. 

Those transformations, considered as a subgroup of 
GL{4, R), which leave infinity fixed, i. e., do not move 
the hyperplane x~ = 0, include the Galilei translations 
and rotations as well as the discrete crystallographic 
groups. In addition, arbitrary homogeneous states of 
strain may be induced in the system if we allow all 12 
parameters of 

[R':~ :J 
to be arbitrary. Here the R f are rotation matrices 
(3 + 3 parameters), S is a diagonal deformation gradient 
matrix (3 parameters) and t is a translation vector (3 
parameters). (This group will be called the extended 
Galilei group.) To get all of GL{4, R), which is the group 
of automorphisms of p3, we need to include the subgroup 
of matrices of the form 

which are not traditionally considered in the mechanics 
of either rigid or elastic bodies. 

Consider first the action of the extended Galilei group 
on T, as given by 

[
R 2SR1 ~ [I Y~ [R{S'R~ ol =[7 yo] 

o 1J y~ m J t' 1 J y~ m . 

The action is such as to leave the mass invariant, iiI 
= m, while the distribution of points is compressed or 
dilated, rotated, and translated. In terms of the indivi
dual y~ =x~ /xt, the transformation gives y~ = (R2SR1)aY~ 
+ ta. 

The remainder of GL{4, R) consists of scalar dila
tions of the mass, which maps y~- a-ly~ corresponding 
to a change of scale, as well as of those with matrices 

whose action is to be investigated. Suppose that T has 
been brought to the diagonal form 

by the action of the Galilei group. Now apply the 
transformation 

[1 ol rIO l r1 rJ [I Ir J 
r' 1J Lo mJ ~ 1 - r'l m+r'lr ' 

which increases the mass of the system, and translates 
it as well. The translation could now be undone by a 
Galilei translation which does not affect the mass. 
Hence, the action of this part of GL{4, R) corresponds 
to an increase of energy (on use of relativistic mass
energy equivalence). Suppose now that T is not diagonal, 
and choose r=-rlyo. Then 
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[ 1 OJ [I YoJ[l-rlY~ f! 0 J 
- y [;-1 1 Y ~ m 0 1 J -~ m - y [;-1" 0 . 

The scalar of energy may thus be diminished by such a 
transformation. 

Altogether, a matrix g_l E GL{4, R) acting on T accord
ing to g_lT{g_l)' translates, rotates, deforms isotropical
ly and/or anisotropically, and either increases or de
creases the energy of the system of particles. This 
group of automorphisms thus extends the classical me
chanics of rigid and elastic bodies to encompass the 
effect of heat exchange in a geometrical way. This is 
indeed peculiar to proj ective geometry. The physical 
consequences of these transformations may be under
stood on closer inspection. 

The action of the part of GL{4, R) considered above is 
such as to (possibly) map some particles to infinity, 
while other particles are (possibly) mapped from infinity 
to the finite domain. Consider 

[
1 ol [\'h'~ 
r' 1J x~ J ' 

where xtVi is the three-dimensional part of Xi' The co
ordinates Y i are mapped to 

Yi =Yil(l + r'Yi) 
by such a transformation. It is apparent from this equa
tion that points on the plane r':v = 0 are invariant points, 
points on the plane r'y = - 1 are sent to infinity, and 
points at infinity are sent to r /(r' r) (as can be seen from 
the inverse transformation). 

Particles with x~ = 0 are massless, and so the points 
at infinity may well represent photons. Hence, the 
matrix X is constituted of the homogeneous coordinates 
of both matter and the electromagnetic field. Projective 
duality1 on p3 asserts that points and planes are equiva
lent, which suggests that wave-particle duality is nothing 
other than the projective duality of p3. Matter can be 
created or annihilated by mappings with points at in
finity, alias photons. 

In summary, the import of these considerations is 
very simple: The "world" composed of Il particles (pho
tons included) is taken to be locally proj ectively flat 
rather than locally Euclidean flat. The difference be
tween proj ective and affine geometry is that mappings 
to and from infinity are allowed in the former. Such 
mappings may correspond to emission and absorption 
of radiation. 

II. REAL PROJECTIVITIES OF CONFIGURATION 
SPACE 

Let g_l = (c~) E G L( 4, R). The action of g_l on \' i is 
given by linear fractional transformations 

y~ = {c~y~ + C~)/{C~Jj + cV, 

which constitute all projectivities of p3. The matrix 
XX' - 1 is taken to 

XX' _ 1 =g_l{XX' _l)g'-l > 0 
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since (g'g)-l is positive definite. We now wish to obtain 
the projectivity X -x. First note that 

P(XX' - 1)P' == PXQ' QX'P' - 1 == XIX; - 1, 

where Xl ==PXQ', P E 0(4), and Q E O(n), gives an equi
valence class. That is, all matrices PXQ', with P and 
Q orthogonal and of rank 4 and n respectively, are equi
valent to X that they are characterized as belonging to 
the same equivalence class of mass-inertial tensors T. 
This suggests that the space X will be a coset space 
G/0(4)XO(n),4 and indeed this is "Nhat will now be shown. 

The transformation 

XX' _ 1 ==g-I(XX' _ 1)g'-1 (n. 1) 

induces 

X ==G(X), 

and the nature of G(X) is to be determined. From the 
form of Eq. (n. 1) it is clear that one may take 

- _1 
X ==[; lz, 

where g==g(X) and h =h(X)o Then 

hh' - gg' ==XX' - 1. (n.2) 

Let 

and 

g=go + glXgZ + g3Xg4X 'gs + ... ; 

on multiplying the two series in the manner indicated 
in Eq. (n. 2) one finds that 

hoh~ - gof;~ = - 14 , hI ==gl = 14, 

h2h~ =gzg~, hoh~ =go};~, 

h2h~ - g:?,>;~ = In 

and that all other hi and [;i must vanish. Hence, the 
linear fractional transformation is 

(II. 3) 

(1I.4a) 

where A' =go, B' =[;2, D' ==hz, and e' =ho' These 
matrices constitute the group 0(4, n), as can be seen 

f'omG;~~r[:. T::J'~ :]- [~ ~ J 
giving 

A'A - C'e =go};~ -Izoh~ = 14, 

A' B - e'D =golf~ -lzoh~ = 0, 

B 'A - D'e =gzg~ - hzho = 0, 

B'B-D'D=gzg~-h2h~=-ln 

on comparison with Eqs. (n.3). Let 

rR=f
A 

B1, HR=f
1

4 0] 
Le D J Lo -1n 

so that 

l~~HRrR =HR. (n.5a) 

We also have 
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rRHRr~ ===HR. (n.5b) 

Furthermore, 

X === (AX + B)(eX + D)-I = (XB' +A ')-I(XD' + e'), (II.4b) 

from which all invariants may be constructed. 

We may now return to the transformation equation 
(n. 1) to find 

XX' - 1 === (XB' +A ~-l[(XD' + e')(DX' + e) 

_ (XB' +A')(BX' +A)](BX' +A)-l 

=== (XB' +A')-l(XX' _ l)(BX' +A')-l 

on use of Eqs. (II. 5). 

The whole of the space X splits into separable do
mains under the action of these transformations. Points 
X in the domain XX' - 1 > ° remain in this domain, 
points on the boundary XX' - 1 = ° stay on the boundary, 
and points in the Cartan domain XX' - 1 < ° map into 
the same domain. (The word point is here understood 
to mean a point in configuration space.) 

The space XX' - 1 > ° is a symmetric space, as will 
now be shown. A symmetric space is defined as one 
for which every point is an isolated fixed point of an 
involution. S An involution is one for which 

HRr~HR =rR , (II. 6) 

or A' ===A, D' =D, - e' =B. The solution of 

X === (AX + B)(- B'X + D)-l = (XB' +A)-I(XD - B) 

gives the fixed point X = - (A - 1}-1 B. This point lies in 
the domain XX' - 1 = (A - 1)-l[BB' - (A _ 1)2](A _1)-1 

= 2(A - 1)-1 > ° provided A > 0. The positive definite 
character of (A - 1)-1 results from A z _ BB' = 1; A-I 
is positive definite if A is, since BB' is positive de
finite (except on subspaces of lower dimension). Owing 
to the equivalence relation X - P'XQ, the symmetric 
space may be identified with one of the connected com
ponents of the homogeneous and symmetric spaces 
0(4, n)/0(4) x 0(11). However, we will not make explicit 
use of the theoryz,3,6 of symmetric spaces here. 

III. COMPLEX AND QUATERNION SPACES 

That the homogeneous coordinates of a point are even 
in number permits of a representation of the configura
tion space by complex matrices. That they are four in 
number further allows a representation in terms of 
quaternions. Since much of the development of the 
geometries over the real, complex, and quaternion 
fields is formally the same, the basis for these alter
native representations will now be presented, beginning 
with the complexo 

Define the 2 x n complex matrix Z, with elements 

[z~J ~ [X} + i.X~J' - 1.; j.; n. 

z: x~ + lXj 

Then ZZ*, where Z* is the complex conjugate of the 
transpose of Z(Z* =Z'), is bounded from below if XX' 
is. Hence, we may set 

ZZ*-l z >O (III. 1) 
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to define the geometry of physically accessible space. 
The group rc consisting of matrices 

r,=[; ;} (m.,.i 

satisfying 

(III.2b) 

and 

(III.2c) 

where 

(III.2d) 

is the group U(2, n) and acts upon Z according to 

Zl = (AZ + B)(CZ +D)-l = (ZB* +A*)-l(ZD* + C*), 

(III. 3) 

as can be shown with the procedure used to obtain Eq. 
(n.4b). The space ZZ* - 1 ? 0 may be identified with 
the coset space U(2, n)/U(2) x U(n). 

The space composed of n quaternions is represented 
by 2 x 2n matrices Q. Let the elements of Q be the 2 x 2 
quaternions qj' with 

- ~Z] Z7J qj -
- z~ z} 

or 

The a", are defined7 by 

G ol [i OJ 
a1 = Lo tj' az = 0 _ i ' 

fo II fo iJ 
a

3 = t- 1 ~' a4 = ~ 0 ' 

the latter three of which are equivalent to Pauli spin 
matrices. The quaternion conjugate to 

4 

qj=a1x} +.0 a",x~ 
" =2 

is 
4 

qj = alX} -.0 a",x~, 
" =2 

and it is easily seen that q j = qj. Thus 

or, since the projective geometry is invariant to qj 
-aqj, 

QQ* - 12 > 0 (III. 4) 

is the space of interest. Apply now a permutation to 
bring Q to the form 

[-';, ;:J. 
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where z'" is the ath row of Z and is a 1 x n vector with 
complex entries. Define the matrix 

_ [0 In] I n -
-In 0 

and note that 

Q*=JnQ'J;, Q=J1QJ~, 

which will be used shortly. 

(III. 5) 

(III. 6) 

Use of the Eq. (III. 4) alone gives the group of auto
morphisms 

I'.H.r: =H., 

r:H.r. =H., 

with 

Hq =[12 0 J 
o -12n 

and where 

which acts upon Q by means of linear fractional 
transfor mations 

(III. 7a) 

(III.7b) 

Q1 = (AQ + B)(CQ + D)-I = (QB* +A*)-1(QD* + C*). 

(III. 8) 
However, the structure of 1'. is not as simple as Eqs. 
(III. 7) suggest owing to Eq. (III. 6). Use of Eq. (Ill. 6) 
in conjunction with Eq. (III. 8) gives J 1AJ{ =A, JJjJ~ 
=B, J/5J{=c, andJijJ~=D, sothatl·.isthesym
plectic group Sp(l, n) satisfying 

r.K1,nr: = r:K1,nr. =K1,n (III.9a) 

where 

- 1 0 0 0 

K1,n= 0 In 0 0 (III. 9b) 

0 0 -1 0 

0 0 0 In 

and where r has the structure 

(/1 B1 (/2 8 2 

r= C1 D1 C2 D2 (III. 9c) 
- az - 8 2 a1 8 1 

- Cz - D2 C1 Dl 

Here a i is a complex number, Bi is a 1 x n complex 
vector, and D i is an n x n complex matrix. The space 
QQ* - 1 "0 may be identified2

,3 with Sp(1, n)/Sp(1) 
XSp(n); it is called the quaternion hyperbolic space. 

The three different spaces are homeomorphic to one 
another, since there are obviously unique mappings with 
unique inverses that take one space into another. Hence, 
the spaces are topologically equivalent. However, the 
groups of automorphisms for large n are quite different, 
there being more parameters in Sp(l, n) than in U(2, n) 
and more in U(2, n) than in 0(4, n) [(n + 1)(2n + 3), (n + 2)2, 

and (n + 4) (n + 3) /2 real parameters respectivell1. 
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For small n there are some special isomorphisms, 3 

e. g., su(2, 2) :::: so(2, 4) between Lie algebras, that may 
be especially interesting. Some of these are given in 
Appendix A. However, in these cases the literal inter
pretation of homogeneous coordinates demands that the 
dimensionality of the projective space be one less than 
the number of particles. Thus, a system consisting of 
but one particle has no dimensions; a space consisting 
of two particles has one dimension (the distance be
tween them), and such a space could be represented 
with homogeneous coordinates as 0(2, 2) /0(2) x 0(2), as 
u(1, 2)/U(1) x U(2), or as sp(1, l)/Sp(l) xSp(1); a space 
of three particles defines a plane, and the only permis
sible representation is 0(3,3)/0(3) x 0(3). It is only 
when there are four or more particles that three
dimensional space takes form. [Of course, there is 
nothing to prevent academic consideration of spaces 
such as 0(2, n) /0(2) x O(n) and 0(3, n) /0(3) x O(n) where 
all particles are constrained to lie on a line or a plane 
respectively.J Hence, the groups that have been of re
cent importance in particle physics, 8-10 e. g., SO(4,2) 
and SU(6), could be considered to be approximate sym
metries and/or subgroups of 0(4, n), U(2, n), or sp(1, 11) 
as appropriate. These dimensional approximations not
withstanding, it will later be shown useful to consider 
p3 spaces containing fewer than four particles so as to 
interpret the theory. 

Since the three spaces considered are substantially 
different from one another, it seems that one should be 
able to make a definite statement as to which is the best 
representation for a system. However, each space has 
properties which recommend it over others depending 
on the point of view. For example, crystalline solids 
may well be best represented by 0(4, n)/0(4)XO(n) since 
the structure of the crystallographic groups are ap
parent in this case. On the other hand, the success of 
SU(2), SU(2) x u(1), SU(3), and SU(6) in particle physics 
suggests the importance of U(2, 11) /U(2) x U(n). Finally, 
the particles comprising Sp(l, n)/Sp(l) xSp(n) may be 
moved independently of one another while the origin of 
Q is fixed (as can be seen from the first version of Q, 
upon which the subgroup Sp(1) x sp(1) x ... x sp(1), n 
factors, acts on the right), and so this space seems to 
permit of a greater variety of configurations than do 
the real and complex spaces. Perhaps different systems 
can be metrically different from one another even 
though they are topologically identical. However, this 
problem remains to be resolved. 

In the following the differentials dX, dZ, and dQ will 
be encountered, and these matrices will consist of 4n 
infinitesimals. There are two ways to interpret this 
operation. We might first assert that the fourth row of 
X contains hidden variables, so that dn1~ /2 is in fact 
d(m~ /2.1';). Thus, the operator d corresponds to an in
finitesimal change of configuration as observed from 
a fixed frame. Alternatively, one may consider the con
figuration to be fixed, and the frame to be mOVing, in 
which case hidden variables are unnecessary, and 
dm~ /2 is nonzero owing to relativistic effects. In such 
a case the group of automorphisms can be understood 
as a transformation from one moving frame to another. 
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IV. METRIZATION OF THE SPACESII 

Since the group of automorphisms of X, Z, and Q act 
in the same manner, it is possible to develop the metric 
for the generic case. For this purpose, let M be the 
p xn matrix X, Z, or Q, which is transformed to 

M1 = (AM + B)(CM + D)-1 = (.1\I1B +A)-l(M1) + e), (IV. 1) 

whereA=A', etc., orA=A*, etc., as required by the 
nature of the groups 0(4, n), U(2, n), or Sp(l, n). Now, 

(IV.2a) 

and 

(IV.2b) 

We also have 

dM1 =AdM(CM + D)-1 _ (AM + B) (CM + D)-l CdM(CM + D)-1 

= (ME +A)-ldM(CM + D)-1 (rV.3) 

on use of Eqs. (IV. 1), (III. 7), (III. 2), and (II. 5). The 
differential operator 

a/amt a/01ll1 

a lam; a / a1ll~ 

transforms according to 

a~l = (CM + D)a~(MB +A) 

(IV. 4) 

(IV. 5) 

since Tr(dMa~) must be the invariant operator d. In 
Eq. (IV. 5) and others to follow, a~ does not act on co
ordinates to the right; only formal matrix multiplica
tion is intended. 

The distance function 

(IV. 6) 

is the only function which can be constructed on the 
spaces which is both quadratic in the dm~ and is invari
ant to the action of 0(4, n), U(2, n), or sp(1, n). The cor
responding Laplace-Beltrami operator is 

L:.=Tr[(!l!IM-1)aMUi1M-1)a~J, (IV. 7) 

where a,l/ is the complex conjugate of aM in case AI is 
Z or Q, and is ax for AI =X. It will later prove con
venient to multiply the right-hand sides of Eqs. (IV. 6) 
and (IV. 7) by ~ for the quaternion spaces. 

There is a multitude of other invariants that can be 
constructed. For example, the eigenvalues of the cross 
ratio12 

R(a, b, c, d) == (AI)!! b - 1)(AI)I'Ib _ 1)_1 

- -
X (McAIrr - 1)(2\!laMd _ 1)-1 

are invariants, where M a, M b , etc., are different 
points in the configuration space. 

The invariant volume elements of the three spaces 
are likewise obtained by construction. From Eq. (IV. 3), 
the Jacobian of the map of m Xn matrices X to Xl isll 
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which is easily seen if one writes dX as the row 
(dx:' dx~, ..• , dx~, dxr, ... , dx:) =dX. Then P'dXQ 
-dj(P0 Q), and IP0 QI = IPlnlQl m. Hence the invari
ant volume element dVr of the real space is 

dVr = lxx' - 11-n!2Ix'x _ 11-m / 2x 
= lxx' _11-<n.m)/2X (IV. Sa) 

where X = dx~dx: . •• dx': and where use has been made 
of Eqs. (IV.2). For pXn complex matrices Z, the 
Jacobian of the map (IV. 1) is 

IlzB* +A*II-2P IICZ +DII-2n, 

where IISII is the absolute value (modulus) of the deter
minant I S I. Hence, the invariant volume element dVe 
of the complex space is 

dVe = I Zz* - 11-<n·p )Z, (IV.9a) 

where Z =X. The space of n quaternions has as invari
ant volume element dV. the quantity 

(IV. lOa) 

with Q =X. In all of the above, use is made of IIMM 
-111 = liMN! -111. 

We shall now obtain the polar forms of Eq. (IV. 6). 
There are considerable differences between the several 
spaces that become apparent when the metrics are ex
pressed in this alternative fashion. 

Any m x n (n;:, m) X may be written asU ,lS 

X =P'(A, O)Q =P'AU, (IV.ll) 

where PP' =P'p= 1m, QQ' =Q'Q =1", A is an m Xm 

diagonal matrix, and U is the first m rows of Q. Then 

(XX' _1)-1 =P'(A2_1)-lp, 

r(A2 _1)-1 oJ 
(X'X-1t

1
=QL 0 -1 Q'. 

(IV. 12) 

The orthogonal matrix P depends upon m(m -1)/2 
variables, A contains m variables, and U contains mn 
- m(m + 1)/2 variables since UU' = 1m; altogether there 
are mn variables as required. We have 

dX =dP'(A, O)Q +P'(dA, O)Q +P'(A, 0) dQ, 

PdXQ' = (dA, 0) + (A, O)oQ - oP(A, 0), 
(IV. 13a) 

where oQ = dQQ' = - QdQ' and OP = - PdP' = dPP' are 
antisymmetric since P and Q are orthogonal matrices. 
Let 

oQ= r M OBl, 

L- oB' ocJ 
where oA=- oA'is mXrn, oB is rnx(n-m), and OC 
= - OC' is (n - m) x (n - rn), so that 

PdXQ' =(dA +AM- oPA, ACB) =(dA + 00, AoB). 

(IV. 13b) 

The metric equation (IV. 6) is then given by 
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ds 2=Tr[(A2_1)-1(dA + oO)(A2_1)-1(dA + 00') 

_ (A 2 _1)-IA 2oBOB'], 

in which the term in oBoB' is absent if m = n. The 
matrix 00 may be expressed uniquely as the sum of 
symmetric Ade - deA, de = - de' = (oP + M) /2, and anti
symmetric Adcp + dcpA, dcp = - dcp' = (OP - M)/2, parts 
so that 

ds 2 = Tr[(A2 _ 1)-2 dA 2 + (A2 _ 1)-1 (Ade _ deA)(A2 _ It1 

x (Ade- deAl _ (A2_1J-1 (A dcp + dcpA)(A2 _1)-1 

(IV. 14a) 

Use of the substitution \. = coth~a finally gives 

m 

ds 2=B d~; + 2.0 sinh2(~ - ~a) de;a 
a =1 8)a 

m n-m 

+ sinh2( ~a + ~) dCP;a -.0 cosh2 ~a ~ dW; j, (IV. 14b) 
a =1 j;l 

where the dw", j are the elements of oB. 

The invariant volume element in polar coordinates is 

dVr=[n I COSh2~",-CoSh2~ald8aadCP"'Bl 
B>", 'J 

(IV. Sb) 

The Laplace-Beltrami operator is calculated from the 
classical formula A =g_l /2a" W /2t" v avl; it is not given 
here owing to the fact that it is a lengthy formula that 
does not appear to be computationally useful. 

Consider now the complex space. Let P* ZZ* P be the 
diagonal matrix diag(Xf, X~). Further, let PI be 
diag(expiCP1, expiCP2)' Then P 1P*ZZ*PPi1 =P*ZZ*P, so 
that P is the coset U(2) /U(I) x U(I). Thus, the polar 
form 

Z=PAU, 

where UU* = 12, depends upon dim(P) + dim(A) + dim(U) 
= 2 + 2 + (4n - 4) = 4n real variables as it should. 11 Cal
culations Similar to those above give for the general 
complex space the metric 

ds 2=Tr[(A2_1t2dA2+ (A2_1)-1(Ade_ deA)(A 2_1)-1 

x(Ad8- deAl _ (A2 _ Itl(Adcp +dcpA)(AZ _1)-1 

(IV. 15a) 

where de = - de* and dcp = - dcp* are p xp skew Hermi
tian matrices, and oB is a p x (n - p) complex matrix. 
With the change of variables \. = coth~a this equation 
gives 

p -
ds 2 =.0 d~! + sinhz 2~ dCP! + 2 ~ sinh2(~ - ~B) deaB de",a 

a ;1 B>a 

(IV. 15b) 

where the dCPa are the moduli of the diagonal elements 
of dcp. 

The invariant volume element is 
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dVe = IT (cosh2~a - coSh2~B)Z dOa8 dCP0l.6 
B>a 

P n~ 

X IT sinh2~a coshZ(n-p)~",d~", dCP", IT dW",j, 
",01 Jo1 (IV.9b) 

where dl/Jab is the product of the real and imaginary 
parts of dl/Jab' The Laplace-Beltrami operator is again 
a complicated object, and is not given here. Suffice it 
to say that the angular parts of both the real and com
plex differential operators yield simply solvable differ
ential equations, but the radial parts are extremely in
tricate. This is not the case for the quaternion space, 
to which we now turn. 

Since QQ* =Nzl z, where N is the norm of the n
dimensional quaternion Q, one may write 

Q=NKU, 

where UU* = u* U = lam UJn U' = J m KK' = 1z, and KJ~' 
= J l on account of Eq. (III. 6). The 2 x 2n matrix K has 
but two nonzero elements, the locations of which will 
be later chosen for convenience. We require the polar 
form of 

ds Z = (1/2) (NZ - l)-lTr[dQ(Q*Q - WldQ*]. 

Now (dQ)U* = dNK + NKaU, where aU = dUU* has the 
structure 

idal db1 daz riba 

oU= 
- dbt dD1 db~ riDz 

- daz - dba - ida1 db1 

- dbt -dDz - db; -dD; 

in which a1 is a real parameter, b1 is a 1 x (n - 1) com
plex vector, and az is a complex parameter. It is con
venient to choose K such that U(Q*Q - 1)-1 U* = (NZK'K 
- 1)-1 conforms; thus 

and 

The matrix KaU has the form 

d~~ 
db1J' 

These quantities give 

o 

o 
o 

ds z = (N2 - 1)-2[dNZ + NZ(dar + dazdaz)] 

- (NZ _ 1) -1 NZ(db1 db1 + dbzdbz) 

or 

o 
o 

o 
o 

(IV. 16a) 

3 4 (n-l ) 
ds Z = de + sinhz ~ coshz ~ B da! - coshz ~.B drif, 

'" =1 1=1 

(IV. 16b) 

1423 J. Math. Phys., Vol. 18, No.7, July 1977 

where da - da and dT/ - db, and where N = coth~. 

The volume element is 
3 4 (n-1 ) 

dVo = sinh3 ~ cosh4
n-

1 ~ d ~ IT da", IT dT/, 
'" =1 1=1 

(IV. lOb) 

and the Laplace-Beltrami operator is 

aZ a 
D.=~ + [3 coth~ + (4n -1) tanh~]a1 + 4 cschz2~ 

(IV. 17) 

This naive rendition of the metric misses the important 
fact that L: da~ and L: dT/; are not simply the metrics on 
R3 and R4 (n-1). We have instead L: da~ isomorphic to the 
metric on Sp(l), and L:dT/; isomorphic to the metric on 
Sp(n) /Sp(l) x Sp(n - 1). The same considerations apply 
to the real and complex spaces. 

Let A E Sp(I); then 

6d~ =Tr(dAdA*). 

Represent14 A by 

fCOS(W/2) exp[ - i(O + CP)/2] 

L- sin(w/2) exp[i(O - CP)/2] 

so that 

sin(w/2) exp[ - i(O - CP)/2q, 

cos(w/2) exp[i(O + CP)/2] J 

or 

da1 = ~(dO + cosw dCP), 

daz=~ sinwdcp, 

da3 =~ dw. 

Furthermore, 

,oz [il2 il ( 02 02 
6ao:;=4 iJW2+ cotw oW + csc2 w ~+W 

-2COSWa::cP)] 

is a well-known operator encountered in the rotational 
Hamiltonian. The metric on the compact space Sp(n) / 
Sp(l) xSp(n - 1) is left as an exercise. 

V. GEODESICS AND CURVATURE 

The connection forms and curvature tensors for the 
three spaces follow from equations for parallel dis
placement of a vector. Let F=(j",/) be a contravariant 
vector with components in the real, complex, or quater
nion space. The change of basis, Eqs. (IV. 1) and 
(IV. 3), gives 

F1 = (ME + .4)-1 F(CM + D)-1, 

so that 

F· F = Tr[(MM - 1)-1F(MM - 1)-lF 1 

(V. 1) 

(V. 2) 

is an invariant. The scalar F· F is not altered on trans
port of F along a geodesic, so that 

d(F. F)/ds = O. 
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This equation is satisfied identically if 

F = F(MM - 1)-1 Mit + MM(MM _ 1)-1 F 
= FM(MM - 1)-1 it + MM(MM _ 1)-1 F, (V.3) 

in which F = dF Ids and where the last equality in (V. 3) 
follows from X:l(MM - 1) = (MM - l)M. The Christoffel 
symbol is thus obtained as12 ,15 

(V.4a) 

where 

T = (t ir ) =]1,1 (MM _ 1)-1. (V.4b) 

The equations for geodesics15 are 

1''11 - 21'dTM = 0, (V.5) 

which can be obtained by a somewhat tedious calculation 
based on the variational principle 6s = O. Alter:p.atively, 
Eq. (V. 5) follows from the classical formula XI> 
+ r~8xa xe = 0 on replacing 0' by Cl'i, etc. 

Since the point (A, 0) in the real or complex space or 
the point NK in the quaternion space can be moved to 
any other respective point by a linear fractional trans
formation, it is sufficient to solve Eq. (V. 5) at these 
points. Hence, all geodesics are images of 

[A,01= 

coth1hS 0 0 

o coth1)2s 0 

o 
o 

o 
o 

for the real space, where ~ 1)~ = 1, or of 

[A, OJ= ft
o

hS1S 0 J 
L coths2s J 

o 
o 
o 

for the complex space, where Z s~ = 1, or of 

NK=cothsK 

o 

(V.6a) 

(V.6b) 

(V.6c) 

for the quaternion space. In this form the geodesics 
have a singular origin which corresponds to formation 
of the system. It will later be demonstrated that the arc 
length s is essentially identified with physical time t. 

The curvature tensor R ai8i = R:\Yk8i on the real space 
is obtained from the classical formula as 

that on the complex space follows from results on 
Kahler manifolds6 and is given by 

for the quaternion hyperbolic space 

(V.7a) 

(V.7b) 

R" iSi = - (n + 4)[ (QJnQ' - J 1)-1 J"8[(Q'J~ Q - J~>-l L. 
(V.7c) 

The spaces are Einstein manifolds of constant negative 
sectional curvature. It should not be considered strange 
that the constants in Eq. (V.7a) and (V.7b) are differ
ent from that of the quaternion space, Eq. (V.7c); topo-
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logical equivalence is not sufficient to guarantee equi
valent Ricci tensors. 

VI. LIE ALGEBRAS 

The infinitesimal generators of the Lie algebra 
so(4, n) are 

Ma8 =xa/oez - x8/oaZ -Xo' - (Xo')', 

Mii = xI> i0l>i - XI"j0l>i - x'a - (X'O)', 

!vIa i =Xa/XI" i0l"Z - Xa i - aa; - x(X'a)' - X - a, 

in which the summation convention on repeated indices 
is used in the first equations and where matrix notation 
is also given. These operators commute with the 
Laplace-Beltrami operator, and so are conserved. 
The total (spin plus isospin) angular momentum opera
tors are the M"8; the Mo are internal symmetry oper
ators; the Ma i are related to dipole transitions and to 
the energy, if extrapolation from the work of Barut and 
Kleinert16 is warranted. 

For su(2, n) the operators commuting with the 
Laplace-Beltrami operator are 

L,,8 =z"Z o8Z- ZBJiaz -Zo' - (Za')*, 

LiJ =zI"i2,"i - Z,"i0l"1 -(Z'a)* - z'a, 

Lai =Z",ZZI"iuI"Z - 2"'i -Z(Z'a)' -"5, 

where 2", i = a /iJz", i. The generators of sp(l) and sp(/l) 
are given as 

J1Qa' - (Qa ') 'J1 and JnQ'a - (Q'o)'Jm 

but the noncompact part of sp(l, n) has so far eluded 
the author. 

VII. INTERPRETATION 

The introduction of projective coordinates for repre
sentation of the states of a system has been accomplished 
without reference to the temporal coordinate. It is 
clearly necessary to uncover the nature of arc length, 
to see if there is perhaps some connection between this 
parameter and duration. For this purpose, it is neces
sary to consider a system composed of a single particle 
in p3, the projective space of three dimensions. As 
noted previously, this is inconsistent with geometry; 
however, it is consistent with the usual physical repre
sentation of the world line of a single particle by a 
four-dimensional manifold. That is, the symmetric 
space 0(4, 1)/0(4)xO(1) should correspond in some way 
to an established precedent. 

Let 

Then, since 

(X'X _ 1)-1 =X'(XX' _ l)-lX _ 1 = (a2 - l)-lX'X - 1, 

we have 

ds 2 = (a2 _ 1)-1 dX[ (a2 - 1)-1 X'X - 1] dX' 

= (a2 _ 1)-2(XdX') (XdX') _ (a2 _ 1)-1 dX dX' (VII. 1) 

from Eq. (iVo 6). But dX = dau + adu, udu' = duu' = 0, so 
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FIG. 1. Antipodal projection of the unit sphere 5"-1 onto pn-1. 
Opposing points on the diameter are identified, so that pn-1 is 
isomorphic to 5"-1 I {± I}. The auxiliary figure shows that the 
(n -l}-dimensional vectors rand u satisfy the proportion r II 
= ulun ; the ui are homogeneous coordinates of the projective 
space pn_l. 

that 

(VII. 2a) 

or 

ds 2=de_ COSh2~dudu' (VII.2b) 

where (J = coth~. The points Il such that uu' = 1 con
stitute the space S3; hence du du' = dw2 + sin2w(de2 

+ sin2e d¢2). Use is now made of the well-known equi
valence p3 -S3 /{± I}; that is, the three-dimensional pro
jective space is topologically equivalent to the three
dimensional sphere with diametrically opposed points 
identified. As is shown in Fig. 1, the antipodal projec
tion of the sphere onto the plane is one for which 

~';!1 =u/u., 

and the equivalence is demonstrated. The parametric 
representation [sinw sine cos¢, sinw sine sin¢, sinw cose, 
cosw] of Ii gives y -tanw[sinecos¢, sinesin¢, cose]; in 
the neighborhood of the poles w = 0, i. e., for small 
distances, and for large ~, the metric Eq. (VII.2b) 
becomes 

ds2 ::::.de _ e2t [(dw/2)2 + (w/2)2(de2 + sin2ed¢2)]. 

(VII.2c) 

The sUbstitutions ~ = Kct and Kr = w /2, where c is the 
velocity of light, t is time, and K is a constant having 
the dimensions of reciprocal length, give 

(dSI K)2::::. c2 dt2 _ exp(2Kct)[dr2 + r2(de2 + sin2e d¢2)] 

(VII. 3) 

which is equivalent17 to the de Sitter metric. For small 
t this approximate metric reduces to that of special 
relativity. 

What has been shown is that regions of the space 
0(4, 1)/0(4)xO(I) reduce to the matter free space of 
general relativity with cosmological term A = 31(2

0 It is 
eminently reasonable that general relativity correponds 
to times long after the origin of the system, and to 
points near the gravitating body 0 General relativity was 
devised to explain Newtonian graVitation, which is known 
with certainty only for local phenomena. Since the 
transformation X = coth(Kct)u accomplishes the reduc
tion, and since also all geodeSics are images of Xo 
= (coths, 0, 0, 0) [it may be noted from Eq. (V. 5) that s 
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is defined only to within an equivalence class s - as + b ], 
it is apparent that s is essentially physical time t. 

VIII. SOME SOLUTIONS 

Geodesics on the polar form of Sp(l, n)/Sp(l) xSp(n) 
are readily obtained, and prove interesting. The function 

3 4 (n_1) • 

/2= ~2+sinh2~cosh2~L:)a~ _ cosh2~ L 1)~= 1 
1 1 

together with the Euler equations 

~ at -~=o 
ds ax. ax. 

give 

a", = a", / sinh2 ~ cosh2~, 

~I = bl / cosh2~, (VIII. 1) 

~2 + a2 /sinh2 ~ cosh2 ~ _ b2 / cosh2 ~ = 1, 

where a2 = Z; a~ and b2 = Z; b~, all of which are integration 
constants. The solutions of these equations are 

cosh2 Hs) = r cosh2s _ b2 , 

1)1 (s) = b l (a
2 + b2) _1 /2cot-1 (x coths) + 1)1 (0), (VIII. 2) 

(J",(s) =a",a-1coe1 lv coths) 

- a", (a2 + b2t 1 /2 coe1 (x coths) + (J", (0), 

with 

y2 = 4a2 + (b 2 + 1)2, 

x 2 =(r_b2 +1)/(r+b2 _1), 

.v 2 =(r_b2 _1)/(r+b2 +1). 

If a = b = 0, ~ = s; otherwise ~ possesses a minimum 
~mln = (1/2) cosh-1 (r - b2

) at s = O. In terms of the norm 
N of the quaternion Q, the maximum N max = [(r - b2 + 1) / 
(r - b2 _ 1)]1/2. The norm approaches coths 
asymptotically. 

The evolution of the system can be pictured by means 
of the projective sphere. Particles compriSing the sys
tem may be represented as points on a sphere of radius 
N, which points are projected onto the p3 plane. Ini
tially, the sphere has a very large radius and the points 
are clustered around the poles. With increaSing 5, the 
sphere shrinks, and the particles migrate towards the 
equator. At infinite time the sphere becomes the unit 
sphere, and the points become distributed more or less 
uniformly upon the surface as determined by the initial 
conditions. 

Physical quantities on each of the spaces are assumed 
to be derivable from functions that at the very least are 
eigenfunctions of the LB operator with eigenvalue zero. 
Such harmonic functions can be obtained from the 
Poisson kernel. 11,18 The kernels are not given here; 
instead parts of the harmonic functions on Sp(l, n)1 
Sp(l) XSp(n) will be found by more traditional methods. 
The Laplace-Beltrami operator as given by Eq. (IV. 17) 
is separable; the radial part gives 

F" + [3 coth~ + (4n - l)tanh~]F' 

- 16l(l + 1) csch22~F - k sech2 ~F = 0 
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where F' =dF(~)/d~. Here we have set Lo2F/orr; 
= - 41(1 + I)F and z: o2F/arfr=kF. The identification of 
~ with t leads one to look for solutions which are finite 
at finite ~. The first step to a solution is to eliminate 
the term in csch2(2~)F by means of the substitution 
F = tantfWfW, whereupon one finds 13(13 + 2) = 41([ + 1), 
Le., 13=2[, -2([+1), and 

fN + (213 + 3) + 2(2n + 1) sinh2~f' + 413n- k f= O. 
sinh ~ cosh ~ cosh2 ~ 

(VIII. 3) 

The term in tanh(~)f' is eliminated by means o!f=g/ 
cosh2"+l~, and Eq. (VIII. 3) reduces to 

" 213 + 3 ,4n(n - 1) - k - (213 + 3) 
g + sinh~ cosh~g + cosh2~ g 

- (2n+ 1)2g = O. 

One may now look for solutions of the form 

g='Ea) cosh}~, 
} 

for which the indicial and recurrence relations are 

[4n(n - 1) - }? - (213 + 3) lao = 0, 

[4n(n - 1) - k jal = 0, 

(2n+1)2_l 

(VIII.4a) 

(VIII.4b) 

(VIII.4c) 

The odd series terminates at j = 2n + 1, provided the 
denominator in Eq. (VIII.4c) does not vanish. This pos
sibility is eliminated if i3 = - 2(Z + 1), whereupon 

k=4n(n -1), 

j2_ (2n + 1)2 
a}+2 (j + 1)(j + 41 + 3) ai' 

or 

(n - j)(n + j + 1) 
a2i +3 = - (j + 1) 0 + 2[ + 2) a2i+l, 0,,; j,,; n. 

Thus 

:'-. (- 1)} (n + j)! (2[ + 1)! 2J 
gW=cosh~.0 .,( _ ')'(2[ . 1)' cosh ~, 

}=o j. n j. + j + . 

and one complete solution of the ~ equation is 

F1W=coth2(l+1)~t. (-~)}(n+J)! . sech2("-j)~. 
" J=oj!(n-j)!(2[+1+j)! 

(VIII. 5) 

The other solution is obtained upon eliminating the 
term in sech2(~)FW by means of the substitution F(~) 
= cosh'" (~) f(~). Standard methods give 

G~W = (cOSh~)-2("-1-1 )(sinh~)21 

, r (n/2 + [ + 1 + j) (sinh2 ~)2) 
x EJ! (2[ + 1 + j) ! r «n + 1) /2 - [ - j) 

which is linearly independent of F~W in Eq. (VIII. 5). 
This solution is a finite polynomial if the maximum val
ue for [ is (n - 1) /2 and if [ is half- integral for even n 
or integral for odd n. 

The solutions on Sp(l) of the equation19 
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02¢ 0 ¢ 2 (o21jJ a21jJ iJ2¢ ) 
w+cotwaw+csc w a82+W-2coswaeo<1> 

=-1(Z + 1)0 

are of the form 

IjJ = exp{.i[W + k) e + 10 - k)<1> J} n(w), 

where 

. , ( i /4 k
2 

/ 4 ) n + cotwn - 2 /2 + . 2 /2 n + 1(1 + l)n = O. cos w sm w 

The choice j + Il ? 0 is tantamount to orienting the co
ordinate frame on p3; for initial inspection choose both 
j and k positive. It is clear that the solutions of the ~ 
equation allow 1 to be either integral or half-integral. 

The SUbstitution 

n = cosiw/2 sink w/2{(w) 

gives 

f' + [(k + 1/2) cotw/2 - (j + 1/2) tanw!2l!' 

+ (z -1l)(Z + 11 + 1)/=0, 

where 11 = (j + k)/2. The two solutions of this equation 
are 

/(w) =6 (_ 1)" j! (1-:- Il)! (n + Z + Il)! cos2"w/2 
n n!(n+J)!(Z+Il)!(Z-Il-n)! 

and 

f( ) - .0 (_ 1)" k! (Z - Il)! (n + Z + 11) ! . 2n /2 
w - n n!(ll+k)!(l+Il)!(Z_Il_n)!sm WI' 

Hence, Z - 11 is integral and> 0 if the polynomials are 
finite, and j and 1< are integral. The solutions on the 
angles e, ¢, and w can have period oF 27T owing to the 
fact that the projective sphere is doubly connected. Solu
tions for l = 0 are infinite series, one of which (cosine 
series) diverges at the origin of p3 and the other of 
which (sine series) diverges at the p3 infinity. States of 
any value of 11 appear to be allowed, and may correspond 
to excited states. 

The most interesting aspect of these solutions is that 
integrall and half-integrall series fall into separate 
categories. Since there are two allowed solutions for 
each 1, 11 = (j + k) /2 and 11' = (j - k) /2, there are 2(l + 1)2 
solutions for each integral l. These are elementary 
solutions. For half-integral I the solutions number 
4([ = 1/2), 12(1 = 3/2), 24(1 = 5/2), etc. Might not these 
be leptons (4), a quartet of tricolored quarks (12), 
etc. ? Table I contains a list of what might be called 
ground state solutions for j, k ~ 0 and for the first few 
values of 1. 

These solutions form the basis for further analysis, 
which is not pursued here. Suffice it to say at this point 
that particles with half-integral spin are comprehensible 
in terms of projective geometry. Wave-particle duality 
and spin find a natural home in proj ective geometry. 
The projective space p3 -ss / {± 1} "'SO(3) is not simply 
connected, 7 and is somewhat more difficult to imagine 
than is the Euclidean space E3. However, this small 
extension from E3 to p3 holds promise of expanding our 
understanding of the physical world. There are many 
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TABLE 1. Allowed quantum numbers from the Sp(l) equation. 

Integral series 

1/2(j+k) j k 1/2(j -k) Number of solutions 

0 0 0 0 0 
1 0 0 0 0 

1 2 0 1 
1 1 0 
0 2 -1 8 

2 0 0 0 0 
1 2 0 1 

1 1 0 
0 2 0 

2 4 0 2 
3 1 1 
2 2 0 
1 3 -1 
0 4 -2 

L O<W<L O:Sj:S2L 2L-j - '" :s",':s", 

18 
2(L+1)2 

Half-integral series 

l 1/2(j+k) j k 1/2(j-k) Number of solutions 

1/2 1/2 1 0 1/2 
0 1 -1/2 4 

3/2 1/2 1 0 1/2 
0 1 -1/2 

3/2 3 0 3/2 
2 1 1/2 
1 2 -1/2 
0 3 - 3/2 12 

5/2 1/2 1 0 1/2 
0 1 -1/2 

3/2 3 0 3/2 
2 1 1/2 
1 2 -1/2 
0 3 - 3/2 

5/2 5 0 5/2 
4 1 3/2 
3 2 1/2 
2 3 -1/2 
1 4 -3/2 
0 5 -5/2 

L 1/2:s",:SL O:Sj:S2L 2L-j -'" :s",':s", 

24 
(2L+1)(L+3/2) 

al = 0 is a special case, for which more solutions are allowed than is indicated. 

difficult problems to be resolved; these include the 
formulation of suitable norms over infinite volumes, 
investigation of the topology of the spaces, and classifi
cation of solutions in terms of the eigenvalues of the in
finites mal generators of the Lie algebras. However, the 
fact that one arrives at the mathematical structure 
found here from two very different viewpoints20 lends 
support to the theory. 

Note added in proof: The Laplace-Beltrami operator 
Eq. (IV. 7) is correct for the complex space, but not 
for the real and quaternion spaces. The correct opera
tors are 

.0.= Tr[(XX' -1)a(X'X -1)0'] + 2Tr[(XX' -1)Xo'] 

and 

.0.= Tr[(QQ* - 1)a(Q*Q- 1)a']- 2Tr[(QQ* -1)Qa'], 

respectively. The generators of the noncompact parts 
of the groups are in all cases M(M'a)' - a, thus cor
recting the operators for so(4, n) and adding to those of 
sp(l,n). In Eq. (Y. 7c) the coefficient (n +4) should be 
changed to 2 (n + 2), and the last sentence of the para
graph in which this equation appears can be deleted. 
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APPENDIX 

Some Lie group and algebra isomorphisms and 
homeomorphisms are listed here for convenience. All 
but one are taken from Helgason. 3 The symbol:::: denotes 
topological isomorphsism, and - represents a homeo
morphism. Groups are indicated by capital letters; 
their corresponding algebras are given small letters: 

U(n) -SU(n) x U(1), 

S[U(m) x U(n) ]-SU(m) x U(1) XSU(n), 

Sp(m, n) n U(2m + 2n) :::: Sp(m) xSp(n), 

SO(n) ::::Spin(n)/F, 

su(2) :::: 50(3) :::: sp(1), 
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so(5) '" sp(2), 

so(4) '" so(3) x so(3) z su(2) x su(2) '" sp(l) x sp(l), 

so(3, 1) '" sl(2, C), 

so(6) "'su(4), 

so(4, 2) "'su(2, 2), 

so(3, 3) '" sl(4, R). 

The group Spin(n) and the discrete subgroup Fare 
defined by Chevalley, Ref. 7. 

I(a) O. Schrier and E. Sperner, Projective Geometry of n 
Dimensions (Chelsea, New York, 1961); (h) 0. Veblen and 
J. W. Young, Projective Geometry (Ginn, New York, 1938). 

2J. A. Wolf, Spaces of Constant Curvature (Publish or Perish, 
Boston, 1974), pp. 377-78. 

3The notation for Lie groups and their algebras here coincides 
with that of S. Helgason, Differential Geometry and Symmet
ric Spaces (Academic, New York, 1962). 

4W. M. Boothby, An Introduction to Differentiable Manifolds 
and Riemannian Geometry (Academic, New York, 1975), 
p. 60. 

5Ref. 3, p. 311. 

1428 J. Math. Phys., Vol. 18, No.7, July 1977 

6S. Kobayashi and K. Nomizu, Foundations of Differential 
Geometry, Vols. I and II (Interscience, New York, 1963). 

7C. Chevalley, Theory of Lie Groups (Princeton D. P., 
Princeton, N.J., 1946), pp. 16-24. 

8A.O. Barut andR.B. Haugen, Ann. Phys. (N.Y.) 71, 519 
(1972). 

9A, DeRujula, H. Georgi, and S.L. Glashow, Phys. Rev. D 
12, 147 (1975). 

lOR. Penrose and M.A.H, MacCallum, Phys. Reports 6 (4), 
242 (1972). 

ilL. K. Hua, Harmonic Analysis of Functions of Several Com
plex Variables in the Classical Domains, Trans. of Math. 
Monographs, Vol. VI (American Mathematical Society, 
PrOVidence, R.1., 1963). 

12C. L. Siegel, Symplectic Geometry (Academic, New York, 
1964). 

13A. Ben-Israel and T.N. E. Greville, Generalized Inverses: 
Theory and Applications (Wiley-Interscience, New York, 
1974), p. 244. 

14E. P. Wigner, Group Theory (Academic, New York, 1959), 
Chap. 15. 

15L.K. Hua, Amer. J. Math. 66, 470 (1944). 
16A.O. Barut and H. Kleinert, Phys. Rev. 160, 1149 (1967). 
17H. P. Robertson, Phil. Mag. 5, 835 (1925). 
18S. Helgason, in Battelle Rencontres, edited by C. M. DeWitt 

and J. A. Wheeler (Benjamin, New York, 1968). 
191. M. Gel'fand, R. A. Minlos, and Z. Ya. Shapiro, Represen

tations of the Rotation and Lorentz Groups and Their Appli
cations (Macmillan, New York, 196:3). 

2oB.E. Eichinger, Found. Phys., in press. 

B.E. Eichinger 1428 



                                                                                                                                    

Polarization theorem for diffractive excitation at large 
momentum transfer 

Alfred Actor 

Abteilung Physik, Universitiit Dortmund. W. Germany 
(Received 17 January 1973; revised manuscript received 15 October 1976) 

The kinematics of two-body collisions with large s and 1 q favors small helicity states (0 for bosons, 
± 1/2 for fermions) over all larger helicities (supposing one or more particles with spin ~ I are involved in 
the collision). We state and prove this result in the form of a theorem: If there exist no constraints among 
invariant amplitudes in the kinematic region s>1 q> (mass)2 for a two-body process with arbitrary 
spins, then only the smallest helicity states are important. This is a purely kinematic result, and dynamics 
can cause physical scattering amplitudes to have different properties, by providing constraints among the 
invariant amplitudes so as to evade the theorem. Nevertheless, the result is useful in that it clarifies the 
nature of two-body spin structure when 1 q is large, and enables one to isolate the purely dynamical 
conditions among the invariant amplitUdes which must be satisfied if there is no "kinematic polarization" 
of the nature described. In diffractive excitation of higher spin states, sufficiently large values of s and 1 q 
can be reached to make the theorem of practical interest. 

I. INTRODUCTION 

In the kinematic region where momentum transfer 
I tl is much larger than any (mass)2 and s is much 
larger than I t I there is practically no difference be
tween the s- and f- channel amplitudes describing a 
two-body reaction. Up to a phase they coincide, 

I!e:t.>b 1 '" 0-<1. A 0-<1. D I!e~bb I. (1 ) 

[The notation used here is ab - cd for the s channel and 
Db - cA for the t channel, with D = d and A = Ii; thus 
s=(Pe+PIl )2, f=(Pe-Pa)2, me is the mass of particle 
c, and so on.] In Eq. (1) we see the helicities of parti
cles c, b attached to the continued t- channel amplitude 
coincide with the same labels on the s-channel am
plitude, while the helicities of antiparticles A, Dare 
opposite to those of particles a, d. This is caused by 
the reversal of the 4- momentum associated with parti
cles a, d under s- t crOSSing. 

Proving Eq. (1) is easy. The s-t crossing relations 
are1• 2 

!C~~>b= 6 d~~(xc)d;fll(X4)d~~a(Xa) 
c'.A',D',b' 

J b ( \ (t) 
xdb'b Xb)!c'A'D'b" 

where for large s 

cos Xc '" (t + m~ - m~)/Tca, 

cosXa '" - (t + m~ - m~)/Tea, 

cosXll '" - (t + m~ - ml)/Ttlb' 

COSXb'" (t+ m~- m~)/Tllb' 

with 

reG = 1 t 12 + 21 t 1 (m~ + m~) + (m~ - m~)2. 

For large I t I, chOOSing the continuation T"" - - It I , 
Tdb - - I t I it follows that Xc - 0, Xa - rr, XII -rr, Xb - O. 

CrOSSing equations which are formally identical to 
Eq. (1) are found when all particle masses are set 
equal to zero. However, in this case only the helicity 
amplitudes with maximum helicities are of interest, 

(2) 

(3) 

the reason being that for a massless particle with spin
J only the helicity states I A I = J are physical. All the 
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unphysical amplitudes with I A I < J are decoupled from 
the physical amplitudes (the unphysical s- and t-channel 
amplitudes cross into each other). Normally one would 
set these unphysical amplitudes equal to zero. 

The crossing equations (1) have a rather different 
meaning. In these equations all the helicity labels are 
physical, and it is not obvious that anyone of them is 
more important than the others. If not, then there is no 
polarization at large I t I. However, we shall show 
there may very well be polarization, as a result of 
kinematic effects, whenever one of the final particles 
has spin:;, 1. If there are no constraints among in
variant amplitudes at large I t I, then the helicity am
plitudes with the smallest helicity labels (0 for bosons, 
± t for fermions) will be the only important ones. How
ever, if certain constraints among the invariant am
plitudes are satisfied, this need not be the case; some 
other helicity amplitudes may be more important. 

In Sec. II we shall prove that for large s and I t I the 
smallest helicities are kinematically favored over all 
higher ones; a sufficient condition being that all in
variant amplitudes are independent in this region. The 
condition necessary to prove this result is weaker; it 
is necessary that the invariant amplitudes do not satisfy 
certain constraints involving sand t. This general re
sult can be established very easily; one only needs a 
certain property of the equations which connect helicity 
amplitudes with invariant amplitudes. This property, 
which is nothing more than the appearance of certain 
mass factors in the invariant amplitude coefficients, 
may not be generally known and therefore we must say 
something about it. To minimize the complications as
sociated with arbitrary spin we shall first discuss colli
sions with spins 0 + 0 - L + 0 (i. e., diffractive excita
tion of one of the initial particles into a state with 
spin-L)_ For this process we give the equations relating 
helicity amplitudes and invariant amplitudes. Then we 
can show these equations have the mass factors we 
need, and it is easy to prove the large- I t I result for 
this special case. Later we sketch the general proof. 

As already mentioned, it is possible that the in
variant amplitudes satisfy certain conditions, such that 
the kinematic preference for small helicity is aVOided, 
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and other helicity states are dominant. This is also 
discussed in Sec. II, and we use our spin-L example to 
investigate the nature of these constraints. It seems 
that conditions among the invariant amplitudes cannot be 
found which lead to all the helicity states being com
parably important. (For example, a spin-1 particle 
should have predominantly either helicity = ± 1 or 
helicity = O. ) Therefore, one can expect some sort of 
polarization at large I t I, although without a specific 
model one cannot predict exactly what this polarization 
should be. 

II. SPIN STRUCTURE FOR LARGEs AND It I 

Consider the diffractive reaction 1T + 1T -1T* + 1T with 
spins 0 + 0 - L + 0 where the diffractively-excited state 
1T* with spin-L has unnatural parity when the corre
sponding initial meson 1T has unnatural parity. Parity is 
unchanged in the elastic transition b - d, and there are 
L + 1 independent amplitudes. In Appendix A we in
troduce a complete set of invariant amplitudes 
AI, • •• ,AL+l and calculate the s- and i-channel helicity 
amplitudes in terms of them, 

(me {2)LG~fc~~)o 
L-Icl 

= '0 (_)L-N (L - N)![(L - N+e)! (L - N- e)!]-1/2 
N.O 

(4) 

N 

= 6 (-tN![(N+c)!(N-e)! ]-1/2 
N.lcl 

The crossing angle Xc is defined by Eq. (A10). T co is 
given above and 

The rotation matrix elements for n? 0 are 

d~"(X) = (sinX)n 2!N! [(N + n)! (N - n)! 1-1 
/2 P~ (cos X), 

where the polynomial 

P~ (z) = 2N-" 13' (N)( N )(_ )N-n-8 
8=0 f3 N- n - {3 

x (1 +z )8(1_ z)N-n-8 

has the value 

P~ (z = 1) = (N ~ n ) 

at z = 1. Thus for small Xc, 

N _. n_1_[(N+n)!] 1/2 
dOn (Xc) - (smxc) n! 2" (N - n)! • 

We have already seen that Xc - 0 in the kinematic re
gion considered; indeed for s» It I » (mass)2 

(5) 

sinXc"'- 2mJVTIT, (6) 

where we have chosen T ca '" - I t I. Therefore, in this 
region, for e? 0, 
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(mc {2)LG~fc~so~ 

_ ( ~)c y;C (L-N)! NI IL-N 
- - v'11T ~ el (L _ N _ e)l s t A 1+N, (7) 

(me /2)L G~fc~to)o 

_ L ~ ~ • N L_N 

( )

c L Nt 
-(-) - v'TlT N~I eI(N-c)!s It I A I + No (8) 

In Eqs. (7) and (8) we already find the proof of our 
assertion that for large s and I t I the kinematics favors 
small helicities. This is apparent from the overall fac
tors (m/ln c on the right in these equations. If all the 
invariant amplitudes An are independent, then, because 
mc» v'ltT, the c = 0 helicity amplitudes fo~So)o '" (- )Lfo~tdo 
will be dominant. 

To make this even more explicit let us consider the 
simple case L = 1, where the s- and t- channel ampli
tudes are 

mc{2fl~So~ = - 1nef(j)A/Sed , 

me2fo~sdo = - T ca COSX.AI + SedA 2, 

111 e f'f.fl~to)o = -mc f(j)A 2/Tca , 

mc2fo~to)0 = Tc.Al - Sed COSX.A2. 

(9) 

(10) 

(11) 

(12) 

In the limit of large s and I t I these formulas become 

~f (s) - [ II1cfl[f (1 ~) 1/2A ] mc v _ 1000 - S - S - S 1 , (13) 

(8) (I fl \ 
me2foooo ;::: s 's AI + A ZJ ' 

(14) 

In (t) [ me ( Ill) 1/2 
mc v 2fl000 ;::: S - !ITT 1 - -s- A2 (15) 

(t) (Ill A) I1Ic2foooo '" s - ~ Al - Z ' (16) 

All of Eqso (9)- (16) have the same dimension. How
ever, the invariant amplitude coefficients for c =, 1 in 
Eqso (9) and (11) contain a factor me while the c = 0 
coefficients on the right in Eqs. (10) and (12) do not. 
For e = 0 the dimension of the invariant amplitude co
efficients is provided entirely by powers of IS and ft. 
Because IS and IT are much larger than /lIe the c = 0 
coefficients are the largest ones. Therefore, if Ai> A2 

are independent the c = 0 helicity amplitudes forio)o 
z-foWo are dominant. 

The rule for obtaining correct invariant amplitude 
formulas for large s and I t I is to set all masses-ex
ceptin!!,' only overall mass factors-equal to zero. Thus 
one arrives at the situation one expects; for large s 
and I t I all masses become unimportant, and essential
ly the only quantities with dimension which are available 
are s and f. In a sense, the overall mass factors in the 
dominant helicity amplitudes do not count as quantities 
with dimension because the same overall mass factor 
appears in each of these amplitudes as a normalization 
factor. This is true no matter whether the amplitudes 
with the smallest helicities are dominant, or whether, 
due to dynamical conditions among invariant amplitudes, 
some other helicity amplitudes are dominant. 

Dynamical constraints can certainly exist. For 
example, we are free to imagine the condition 
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(17) 

is satisfied by the invariant amplitudes A I,A2 in the spin 
L = 1 example above. This constraint causes the c = 0 
amplitudes (14) and (16) to be small, of O(mjH), with 
respect to the c:= 1 amplitudes (13) and (15), the latter 
becoming the same up to a sign in accordance with the 
crossing equations (1). Thus by imposing the condition 
(17) we make the c = 1 amplitudes dominant rather than 
the c = 0 ones. 

It is important to note that one cannot assume that the 
right- hand side in Eq. (17) is O(mj H), because of the 
properties attributed to invariant amplitudes. It is 
usually assumed that these functions do not depend 
explicitly on variables like IS or H, and therefore it 
should not be possible to satisfy a condition such as 

I t I 
sAl +A2 -:,O(mjH), 

If this is true, then one cannot arrange for the c = 1 
amplitude and the c = 0 amplitude to be equally im
portant. One or the other will dominate, and there will 
be polarization. 

For any given process one can easily write down the 
conditions which the invariant amplitudes must satisfy 
if some helicity states other than the lowest ones are 
to be important. Suppose in the spin-L amplitudes (7) 
and (8) the invariant amplitudes An satisfy the condition 

(18) 

Then the c = 1 helicity amplitudes will dominate those 
with c = 0 and c ~ 2, However, by introducing a second 
constraint 

.f; N! NI IL-N O( 2/ ;:.. (N-l)! s t AI+N -:, mc t) 

we can make the c = 1 amplitudes unimportant, of ° (mJ..fT) , with respect to the dominant amplitudes 
which are foooo and f 2000 • If we also change the right
hand side of Eq. (18) to O(m~/t2) then only the c = 2 
amplitudes are dominant. 

(19) 

If the spin-L particle could be treated as a massless 
particle then only the amplitude fLooo would be im
portant. The conditions which provide this are 

L IVI 
;: sNltI L-N __ "_·_A <O((mVt)L-C) (20) 
N~cl (N- c)! l+N - , 

where c = 0, 1, .. , , L - 1, An approximate solution of the 
conditions (20) is 

A 1+N'" (- )NSL-NI tiN N! (~~ N)! f(s, t), (21) 

as one can verify using the identity 

2} (_)N (N- a)!\{3 _ N)! = (- )~OQ:Il. (22) 

From these examples it is clear that for diffractive 
production of higher- spin states a variety of final 
polarizations are possible. However, this polarization 
cannot be entirely arbitrary, e. g., one cannot arrange 
for all helicity states of the higher-spin particle to be 
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equally important. This is because one cannot impose 
constraints like (18) with odd powers of (mjH) on the 
right- hand side; such constraints are inconsistent with 
the properties of invariant amplitudes. Therefore, 
some sort of final polarization should be present. In the 
L = 1 example, we saw that either the c = 1 helicity am
plitudes or the c = 0 ones are dominant. For higher spin, 
one can arrange for more complicated final polarization. 

Let us now go on to the general problem, with all 
spins arbitrary. The diffractive excitation reactions 
of interest are Nrr - N*rr, Nrr* and N*rr*, NN - N*N and 
N* N*, where N* and rr* are excited nucleon and pion 
states with any spin. Limitations of space prevent us 
from giving here the explicit invariant amplitude coef
ficients for these reactions; they can be found in an un
published work by the author, 3 The essential features 
of the problem are the same for any two- body reaction, 
The equations which give s-channel helicity amplitudes 
in terms of any complete set of invariant amplitudes An 
can always be written in the form 

Jc-Icl Jd-ldlnzJa-lalmJb-lbl'!.(s) mc ma a b cdab 

= 6 M~aaaAn' (23) 
n 

where for any choice of the helicities (c, d, a, b) the co
efficients M~ab do not contain any mass factor common 
to all the invariant amplitudes, In other words, no 
overall mass factor appears on the right in any of Eqs. 
(23), although individual invariant amplitude coeffi
cients may contain mass factors. Alternatively we can 
write Eq. (23) in the form 

(24) 

where 

£1". '" mlclmlt!lmlalmlblMn ct!ab c t! a b cdab' (25) 

All helicity amplitudes are dimensionless, and the 
dimension of Eq. (24) is fixed by the particle spins 
independently of helicity. Thus for a given n the coeffi
cients (25) all have the same dimension independent of 
helicity. The available quantities with dimension are the 
masses, sand t. FOE large s and I t I it is clear that the 
largest coefficients M¢ab are those with no mass factors. 
The minimum values of I c I, I d I, I a I, and I b I are 
preferred. This argument holds for each invariant am
plitude separately. No redefinition of invariant ampli
tudes can affect the conclusion. 

The same conclusion can be reached USing covariant 
language, although this is a less transparent way to 
attack the problem. In Appendix B we briefly sketch the 
proof of the large- I t I theorem using covariant wave
functions for any spin. 

The dominance of minimum helicities in a hard 
(large- I t I) collision would correspond to polarization 
of the final particles' spins perpendicular to their 
momentum. Dynamical constraints can exist with the 
form 

6 Pn(s, t)An(s, t) - 0 (26) 
n 

where Pn(s, t) is a polynomial in sand t, such that some 
other polarization obtains. We have seen that conditions 
of this sort can cause various helicity amplitudes, or 
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combinations of them, to be dominant. But not all 
helicity amplitudes can be made comparable in mag
nitude at once, and so polarization of some sort is ex
pected at large I t I when final particles with higher spins 
are involved. 

The kinematic effect we have discussed in this article 
does not exist if the final masses are very large (e. g. , 
«fireball" production). Neither does it exist for inclu
sive reactions, or for any exclusive reaction with three 
or more final particles. A simple example serves to 
illustrate the latter remark. Consider the reaction 
a + b - e + H where H is some (unspecified) system of 
hadrons and particle e has spin-l, while a, bare spin
less. The cross section corresponding to the measure
ment of PCIJ.' with other final momenta either summed 
or unobserved, can be written 

Ec:SpO = 6 E::'IJ. (Pc)Env(Pc) WIJ.V, 
c n 

where 

The g IJ.V term in W"v is independent of the others. Using 
the property E:"E~ = - omn we see that 

do '\' 
E cd3p- = L.J [- Wt + ... ]. 

c n 

The Wt term is helicity independent; in particular this 
term has no helicity-dependent mass factor. The addi
tional terms do contain helicity- dependent mass factors, 
and for them one can find extreme kinematic configura
tions which favor minimal helicities. But this does not 
work for the Wt term. Only if Wt is negligable for 
dynamical reasons can one obtain a polarization effect. 
For two- body reactions a g JJ.V term analogous to the one 
above is never present in the cross section. 

APPENDIX A 

Here we calculate the invariant amplitude formulas 
(4) and (5). There are L + 1 independent amplitudes 
(L are dependent because of parity invariance). For the 
M function we write 

MJJ.t···JJ.L = (Pa '" Pa)"t·"JJ.LAt 

+PdJJ.t(Pa'· ,Pa)1J.2'''''LA2 

+ ... + (Pd'" Pd)"t"·JJ.LAL+t (Al) 

which defines L + 1 independent invariant amplitudes 
A b ••• ,AL +1• The;H function (Al) is to be contracted 
with a spin-L helicity wavefunction q,c"t'''(Pc) for parti
cle e in either the s channel or the t channel. These 
functions satisfy the decomposition rule4 

G~q,C"t'''''L (Pc) = 6 G~G~::q,nJJ.t"·"N(PC) 
n 

(A2) 

where 

G~ = [(2L) I / (L + e) I (L - e) I ]1/2. (A3) 

The contraction formulas needed for the s channel are 

GN(P ••• p )"t .. ·JJ.N ..... (S) (P) n d II "'nJJ.t"·JJ. N c 

= ono(Sea/m cv'2)\ (A4) 
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GM(P ••• p )JJ.t"·"Mq,(S) (P) 
m a Q mJ.l.t··· /J.M C 

= (- )Mdtm(Xc){TeJmev'2)MM! [(M + m) I (M - m)! ]-t /2. 

(A5) 

These are particular cases of general formulas. 5 With 
their help one easily obtains the s-channel amplitudes 
from the Ai function (Al), 

(me v'2)LG~fc~sio 

=0 (_)L-N(L - N)! [(L - N+e)I (L - N- e)I]-t/2 
N 

Similarly in the t channel 

GN(P ... p )JJ.t·"IJ.Nq,(t) (p) 
n D D nILt"· /..L N C 

= (_ )Nd:n(Xe) (Sc./ m cv'2)NN! [(N + n)! (N - n)! ]-112, (A7) 

G~(PA'" PA)"t'''''Mq,~t~t''·JJ.M(PC) 

=OmO(Tca/l1lcv'2)M. (A8) 

The t-channel helicity amplitudes are 

(mc v'2)LG~fcWo 

=6 (_)NN![(N+e)!(N_e)!]-1I2 
N 

x S:d T~a-N d:c (Xc)A1+N' 

The crossing angle Xe is defined by 

Sed Tea sinXe = 2nze I([J, 

Sea Tea cosXe = (s + m~ - m~)(t + m~ - m~) 

- 2m~(Itl~ - m~ - m~ + Itl~), 

(A9) 

(AlO) 

where rp is the physical boundary function. The fact that 
this angle appears explicitly in the s- and f-channel in
variant amplitude coefficients makes it easy to obtain 
the crOSSing formula 

(All) 

from Eqs. (A6) and (A9). The formula (All) follows 
from the identity 

(L - N)I [(L - N+e)! (L - N - e)I ]-1I2[G~1-tdt;N(x) 

=0 NI [(N+ e)! (N - e)I J- t / 2 

c· 

(A12) 

and the fact that invariant amplitudes cross like spin
less amplitudes. Equation (Al2) can also be written in 
a more familiar form using 3-J symbols, 

(
Le N L - N)dL-N( ) o - e cO X 

)' (L L -N N) L ( N 
= '1 e' 0 - e' dc'c X)doc' (X), (A13) 

which is a special case of the Clebsch-Gordon decom
position formula. A technical point concerning Eqs. 
(All) and (A12) is that one must change the sign of Xc 
in Eq. (A9) when continuing to the s channel because the 
normal to the scattering plane flips over during the 
continuation. 
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APPENDIX B 

The existence of the theorem proved in Sec. II can 
be inferred from the following covariant argument. 
This argument is not a proof; the only real proof is to 
work out the invariant amplitude coefficients in the s 
and t channels. However it does show in covariant 
language how the mass factors in Eq. (23) come to be 
there, and it may help one to understand why this 
formula is valid for all two- body reactions. 

One knows that s-channel helicity amplitudes for 
any spins can be written in the form 

1, ($) -1JI($) lJI(s) 'lJ"c"d"a"blJl(s) lJI(S) (B1) 
cdab - CIJ- c dtl/ QtJ,a bt.Lb' 

where the M function M "c"d"a"b and the helicity wave
functions lJI~:~i carry Lorentz indices jJ.;, as well as 
spinor indices which we suppress. A similar formula 
with the same M function holds for t channel helicity 
amplitudes. The wavefunctions lJI~:~,(PI) for arbitrary 
spin can be constructed from wavefunctions tn"(Pi) for 
spin-1, and if the particle is a fermion then a Dirac 
spinor must also be included. This construction pro
ceeds according to well-known rules4,6: for spin J j 

= L{ + v{ (v/ = 0 or i for boson or fermion) the helicity 
wavefunctions q,~;~{ consist of a sum of terms, each of 
which is a product of L{ spin-1 wavefunctions En,,(P,) 
multiplied by a Dirac spinor when v{ = i. The total 
helicity A{ is the sum of the helicity labels on all the 
t'S appearing in the product, plus the helicity of the 
spinor if Vi = i. Dirac spinors contain no helicity-de
pendent overall mass factor and we can simply ignore 
them in the following discussion. The important part is 
the product of polarization vectors t.,,(P;), L j of them, 
because these vectors do contain helicity-dependent 
mass factors. In an arbitrary frame 

11112 exp('F irp k.1" (P) 

= 111 (0, ± cos 0 cosrp - i sinrp, 

± cosO sin¢ + i cosrp, 'F sinO) (B2) 

mEo" (P) = E( I pi IE, - sine cos1> , - sine sin¢, - cosO) (B3) 

where p= (E,p), p2=m2, and the polar angles (0, rp) 
specify the direction of p. Both of the four- vectors (B2) 
and (B3) have the same dimension - (mass). However, 
the right- hand side in Eq. (B2) is a constant times an 
angular factor, while the right- hand side in Eq. (B3) 
is proportional to E. Therefore, it would seem that 
when E» In the helicity-zero function (B3) should be 
much more important than the helicity-one function (B2). 
If this were true (it is not) then it is easy to see that the 
only important value of 1 Aj I, the helicity of particle i, 
would be 0 or i because A/ is the sum of the helicity 
labels on the En'S, and only n = 0 is important. Thus in 
a kinematic region where all the E j are large the con
clusion would be that only the smallest helicity labels 
are important" 

This is incorrect; we have ignored the fact that the 
tn" are four-vectors, and important cancellations can 
and do occur. In the s channel this is completely ob
vious. There, large E j means large s (because E j 

", 1S/2), with t arbitrary. If the preceding discussion 
were correct then all s-channel helicities would be 
minimal at high energy, and of course this is not true. 
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When the wavefunctions in Eq. (Bl) are contracted with 
the tensors in the M function, many cancellations and 
rearrangements occur and the end result is that all s
channel helicity amplitudes have the same energy de
pendence (this must be true). All of the extra factors of 
IS coming from E, in Eq. (B3), which a priori seem to 
make EO more important than E~j, disappear. Effectively 
what happens is that cancellations cause these helicity
dependent factors of IS to be replaced by vTIT or by one 
of the masses mJ' When 1 tl is not large no s channel 
helicity label is favored over any other. However, when 
I t I »m2, then we can simply ignore all the masses, 
and then cancellations can only replace IS by vTIT. Now 
we can see why the large- I t I theorem exists. Small 
helicities correspond to many factors of EO and there
fore to many factors of E; "" 1S12 which have to be 
cancelled. When I tl is large these factors of E j be
come factors of vTIT. On the other hand, large helici
ties correspond to many factors of E~1 and therefore to 
many explicit factors of 11l j «vTIT which nothing can 
cancel. The conclusion is obvious; small helicities are 
favored in the s channel. This argument holds for each 
invariant amplitude separately. 

Things are a little different in the t channel. There 
one can easily see that I t I must also be large if any 
Simplification in the spin structure is to occur. For t
channel wavefunctions, the angle 0 in Eqs. (B2), (B3) is 
either constant (0 or rr) or it is the l-channel scattering 
angle Bt or rr - 81, depending on which particle is con
sidered. The azimuth rp is either 0 or rr. Both sinO t and 
cosOt are proportional to s for large s, 

- i sinOt ""cosOt ""2s/Tca Tdb • 

Therefore, no helicity is preferred over another when 
s - 00. However, when 1 t I is also large, then E and I p 1 

in Eq. (B3) are'" vTIT/2 and it follows that EO is more 
important than E~j. When the I-channel wavefunctions 
are contracted with the tensors in the NJ function an 
overall heHcity- independent power of .fS gets cancelled, 
and the t- channel helicity amplitudes all end up with the 
same energy dependence (this has to be true). Because 
masses can be neglected the cancelled helicity- indepen
dent power of rs is replaced by a helicity- independent 
power of vTIT, the same for all helicity amplitudes" But 
the helicity amplitudes with large helicities also con
tain explicit factors of Ini coming from the polarization 
vectors (B2), while in the amplitudes with minimal 
helicities there are factors of vTIT instead. No cancel
lation or rearrangement can overcome the advantage 
held by the latter amplitudes for large I t I. Therefore 
the minimal t-channel helicities are favored. 
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Properties of the matrix elements of baryon transition operators are derived from a minimal set of 
assumptions about the algebra of observables. Poincare invariance. SU(3) classification, and V-A 
transitions are assumed. SU(3) is treated as a spectrum generating group rather than a symmetry group, 
and the usual form factors are expressed in terms of form factors which are invariant with respect to the 
spectrum generating SU(3). As a particular case, it is shown that the condition that the form factors be 
first class with respect to the spectrum generating SU(3) does not lead to a vanishing pseudotensor 
contribution. 

INTRODUCTION 

In this paper we present a fairly self-contained 
derivation, from a more general viewpoint than usual, 
of properties of the matrix elements of operators which 
occur in one-hadron processes. Our framework is rela
tivistic quantum mechanics, i. e., the hadrons are 
described by an algebra of observables, and the basic 
assumptions about this algebra of observables are that 
it contains: (1) the algebra of the Poincare group ex
tended by parity, time inversion, and charge conjuga
tion, pext; (2) the algebra of SU(3); and (3) a set of 
vector and axialvector operators that have definite 
transformation properties under pext and SU(3) and 
which describe transitions between different hadron 
states. Since these assumptions are generally accepted, 
we will derive results which are restatements of ex
pressions that the textbooks on particle physics begin 
with. The value of our presentation is not so much the 
derivation of familiar expressions from fundamental 
assumptions which are not burdened by field theoretic 
apparatus, but the fact that these expressions can be 
given in a modified version as a consequence of modi
fied theoretical assumptions which lead to predictions 
for experimentally measurable quantities that cannot be 
derived under the usual assumptions. This will be the 
content of Sec. IV, where we combine the spacetime 
algebra of a spin-1 particle with the algebra of an SU(3) 
which is assumed to be a spectrum generating group, 
denoted SU(3h, rather than an "approximate symmetry" 
group. Sections I, II, and III are more pedagogical in 
nature and constitute a preparation for the last sections. 
Section I reviews the framework of our discussion and 
gives together with the Appendix all the material that is 
necessary for the following derivation, requiring of the 
reader just the knowledge of the fundamental facts of 
the representation of the Poincare group and Lorentz 
group as they are given, e. g., in Ref. 10. In Sec. II 
it is shown that the matrix elements of Lorentz vector 
and axialvector operators may be written in terms of 
certain functions (form factors). Definite C,P, T and 
Hermiticity properties are assumed for these operators 
in Sec. III, and conditions on the form factors are de
rived. Finally, in Sec. V we relate the SU(3)E-invariant 
form factors which were obtained in the previous sec
tions to the non-SU(3)E-invariant form factors that are 
commonly used for data analysis. 
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I. FRAMEWORK 
The basis of a relativistic quantum mechanics for 

particle physics will be the association of a hadron 
with an irreducible representation of the Poincare 
group. 1 This introduces as observables the generators 
P /.I.' L/.I.v, v, j.l = 0,1,2,3, of the Poincare group with 
their well-known physical interpretation. If we associate 
with this algebra a Lorentz vector operator r /.I. which 
together with the Poincare group generators fulfills the 
following commutation relations: 

[P/.I.'pv] =0, (1) 

[L/.I.v, pp] =i(gvpP /.I. - g/.l.PPv), (2) 

[L/.I.v, Lpa] = - i (g/.l.pL va + gvaL/.I.p - g/.l.aLvp - gvpL/.I.a), (3) 

[M/.I.v, Spa] = 0, (4) 

lE/.I.vpaPMpa = 0, (5) 

[S/.I.V, Spa] = - i(g/.l.pSva + gvaS/.I.p - g/.l.aSvp - gvpS/.I.a), (6) 

[L pa , r 1>] = [Spa, r /.I.] = i(ga/.l. rp - gpjJ.r a), (7) 

[rp , raJ = - iSpa , (8) 

[P/.I.' rJ=o, 
where 

j.l,V,p,G=0,1,2,3 andgoo =1, gl1=g22=g33=-1, then 
we obtain a relativistic symmetry2®. This ®, which is 
the semidirect product3 pp L BSO(3,2)r s ,we be-

1.£1 .... 11 J1.' .... ZI 

lieve to be of fundamental importance in the relativistic 
quantum mechanics of particle physics. 4,5 A well-known 
example of this relativistic symmetry is obtained if, in 
addition to relations (1)- (8), one requires 

(9) 

The irreducible representation space H(m, D) of®, in 
which (9) is fulfilled, is called the Dirac representation 
and is identical with the space of solutions of the Dirac 
equation. 6,7 H(m,D) is the direct sum of two equivalent 
representations of the Poincare group 

H(m, D) =H n=1/2(m, S = 1/2) E9Hn=-1/2(m, s = 1/2), (10) 

where the additional label n =± 1/2 is the eigenvalue of 
the operator p/.I.M-1r/.l. (or of ro for states at rest, since 
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the energy Po is assumed to always be positive). H(m, D) 
is an irreducible representation of the extended 
Poincar~ group; Hn=1/2(m, s =1/2) describes particle 
states and Hn=-1/2(m, s = 1/2) antiparticle states with 
negative relative parity. 

There are two convenient basis systems in the Dirac 
representation, which are inherited from the corre
sponding basis systems of the Poincar~ group. The 
canonical basis Ipsan) is labeled by the 4- momentum 
p, the spin s(= 1/2), the third component of spin a, 
and the additional quantum number n. Under a Lorentz 
transformation A, the canonical basis transforms as1,8 

U(A) Ipsan)= ~ I (Ap) sa'n) D~;J/2(R), 
cr' 

(11) 

where R is the Wigner rotation 

R=L(Ap) Ar1(p), 

r 1 is the "boost," L(p)p = (m, 0, 0, 0) and D~:crl/2 (R) is 
the matrix which represents R in the s = 1/2 irreducible 
representation of the rotation group. The generalized 
basis vectors may be "normalized" such that 

<p'n'a'i pna) = 2Po03(p' - p) °cr'crOn'" , (12) 

where we have dropped the s = 1/2 label. 

The spinor basis8,9 fj~kOC)J (p) is defined to transform 
as 

U(A)fj(:oC)j (p) = J~ f){ocli' (Ap)D~¥goC\A), (13) 

where D~;~(3kOC) (A) is the matrix which represents the 
Lorentz transformation A in the (koc) representation of 
the Lorentz group. For the Dirac representation, 
ko=1/2, c=±3/2, andj=j'=1/2. 10 

The s pinor basis is not orthogonal, 6,8,11 and so 
<tt (p) I does not transform contragradiently to Iff/p». 
wi may define a new vector [omitting the constant in
dices ko,j, and using the y matrices defined by (A5)], 

<lt3 (p) I = (1/ m)(p" )PYO)~;:3 <tt; (p) I , (14) 

which does transform contragradiently to If/
3
(P». Then 

the normalization is given by 

<JA (p') I f13 (p» = 2P003(p' - p) oC'c Oj3i 3' (15) 

and the connection between the two basis systems is 

(16a) 

and 

(16b) 

(repeated indices are summed). The transformation 
matrices D, b play essentially the same role as the 
usual positive energy Dirac spinors u, v and U, v re
spectively. The relationship between the D's and the 
Dirac spinors is discussed in the Appendix. 

By (16), the matrix elements of any operator J in the 
canonical basis may be written 

(a'p'n'a' IJI pnaa) 

(17) 
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where a represents any additional quantum numbers 
[SU(3), etc.) which may be present. We ignore these 
additional quantum numbers for the time being and 
return to them in Sec. IV. The transformation property 
(13) follows from the fact that the spinor basis is defined 
as a direct product: 

(18) 

The ft are the basis elements of the four-dimensional 
repre~entation space (1/2,3/2) EB (1/2, - 3/2) of 
SO(3,1)s ,which is an irreducible representation space 
of SO(3, 2)", r , while f(P) is a generalized basis vector 

"JLV " of the (m, s = 0) representation of the Poincar~ group. 6,11 

Every operator which acts on a direct product space 
may be written as a linear combination of direct prod
ucts of operators; thus we write for J 

J ="i; Jio ® JtL, , 

where J{o acts only onf/ and Jt}) acts only onf(pL It 
will be seen that, for the

3
cases we consider here, 

i=1,2. Thus (17) may be written 

<p'n'a'IJI pna) 

=D~:~(P')Z; (jJC
{ I J/ol jj;) (((p') I J({) I f(P» D~;cr(p). 

(19) 

Equation (19) will be illustrated in the Appendix by 
showing how certain simple operators are evaluated in 
both basis systems. 

II. FORM FACTORS 

For the case that J= V" is a Lorentz vector, we may 
write in general 

(20) 

so that the matrix elements of V" in the spinor basis 
are 

(iJ~ (p') I V" IfJ~(P» 

=~ [(ria I v/i ) I fJ~) <j(p') I V({) If(P»]". 

Since the matrix elements (j(p')! V({) If(P» are just 
functions (distributions) of p and p', we may write 

= <h;lZ; [(j(p') I V(~) If(P» vfo ]" I f/3) 

(21) 

which is simply, for a givenp' andp, a 4x4 matrix in 
the indices c,c',h,ja' This matrix may therefore be 
expanded in terms of the 16 basis elements of the Dirac 
algebra: 

( )c'c cr ( )c'c 
=a", 1 J'J +a" 'Ycr J'J 

3 3 3 3 

where the expansion coefficients a", a" cr, etc., are func
tions of p,p'. In order that both sides of this equation 
have the same property under Lorentz and parity trans
formations, it must be that 
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a,. is a Lorentz vector, 

a,.o is a Lorentz second rank tensor, 

a,. op is a Lorentz third rank tensor, 

a,.5 is a Lorentz pseudovector, 

a,. 50 is a Lorentz second rank pseudotensor. 

(21b) 

Since these quantites are functions of the momenta, 
we need the most general functions of the two Lorentz 
vectors p' ,p which satisfy the above Lorentz transfor
mation properties. These are 

(22a) 

(22b) 

a,. op =g,. O(p'P + pP) F; + g,. O(p'P - pP) F7-, 
+ p'Ppo(p~ + p,,) Fa + p'PpO(p~ - p,,) Fs-

+ terms symmetric in p, a, (22c) 

a" 5 = 0, (22d) 

(22e) 

where the F's are Lorentz scalar functions of p and p'. 
Equation (22d) follows from the fact that no pseudo
vector can be formed from the two momenta. In (22c), 
terms symmetric in p, a were omitted because apo is 
antisymmetric. When the above quantities are used in 
(21a) and (19), we obtain 

(p'n'a'i VI'I pna) 

=b~:~:(p'){k"Ft +q,.F1- +Y"F2 + p" Yop'OF3 3 

+ p~ YopOF4 + P"YopOF5 + p~ YoP'O F6 

+ a"o(kOFt +qOF7-) + aop pOp'P(q"Fi + k"F8+) 

P06, F } c'c Den ( ) + /'sYp E" Po P6 9 iai3 i30 p , (23) 

where q,. =p~ - p" and k" =P~ +p". The terms involving 
YoPO and YoP'o may be simplified by using the Dirac 
equation (A22), 

P ( ")CC' DC'" () Den (p) "I' i3ia iso p = rrm i 30 , 

where rr = sgn(n) and m = (p"p" )1/ 2. The result is 

(p'n'a'i V" I pna) 

=D::~: (P'){Y"/l + q,./2 + a"vqv h + rrY,,/4 + rr'Y,,/5 
3 

+ (rr'p~ -rrp,,)/6 + u"v(rr'p'V -rrpV)/7 

+ rr'rrY,,/8 + rr'rrq"/9 + rr'rra" V q''fl0 

( ' ') ('V' V)/ }C'C Den ( ) + rrp" - rr PI' /11 + a"v rrp - rr P 12 iSi3 i30 P , 

where thef's are linear combinations of the F's and 
other Lorentz scalar functions of p, p'. 12 

(24) 

(25) 

Equation (25) covers the general case where V,. 
causes transitions from p, n, a states to p', n', a' 
states. In practice, however, we rarely have this gen-
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eral situation. 13 Therefore, we restrict ourselves to 
the case n' = n. Then rr' = rr and rrrr' = 1, so (25) now con
tains only six functions: 

11=/1+/8' if2=h+/to, 73=/2+/9' 
::::;: :::::; 

/t=/4+/5' if2=f7+/t2' h=/6+/U' 
If we define 

Fi=Z+rrfj, i=1,2,3, 

then (25) takes the familiar form 

(p'na'i V" Ipna) 

=b:~',(p'){y"F1 +ia"vqVF2 +q,.F3}~:~ D~o(p) 3 3 3 3 

(26) 

(27) 

(28) 

(no sum over n). However, we should emphasize that 
these Fi'S are not quite the usual form factors, because 
by (27) they depend on n as well as p and p'. That is, 
they contain a part h which",is invariant under charge 
conjugation C, and a part rr/i which changes sign under 
C. This is required by the fact that we have an ab initio 
positive energy theory, and it will be discussed further 
when we consider charge conjugation. 

For the case that J = A" is a Lorentz pseudovector, 
we must replace everywhere in (21b) vector, tensor, 
etc., by pseudovector, pseudotensor, etc. No pseudo
vector can be formed from the two 4-momenta, so we 
have 

a" = 0, a" 0 = E "oP·P;P.G1, 

a" op = k.E,. opr Gi + q .E" opr G2 , 

a,,5 = k,.G;+q"G:i, 

• a}o =g" °G4 + p"poG5 + p~ pOG6 

+ P,.p,oG7 +P~P,oG8' 

By using 

1'5 = - (i/4!) E,.vo~ Y"yVyoy~ 

we find that (30) leads to a form analogous to (25). 
Under the restriction n = n', we have 

(p'na' IA" I pna) 

=D~~;, (p){Y" Y5g1 + Y5g,.g3 + ia"oY5qOg2 
3 

+ rry" Y5g1 + rrY5 q"g3 + rria"oY5qOg2}~;Ci3D~;0(p), 

(29) 

(30) 

(31) 

where the g's are Lorentz scalar functions. 14 If we de
fine G's [by analogy with Eq. (27)1 which depend not only 
upon p and p' but also n, Gj =gj + rrg;, then we may write 

(p'n a' IA" I pna) 

=D~;;, (p'){Y,. Y5G1 + ia",q°Y5G2 + Y5q" G3}~:~ D~o(p). 
3 3 3 3 

(32) 

In the foregoing, we have explicitly displayed the in
dices on the transformation matrices D and D. This 
served to emphasize that they are in fact matrices 
rather than column vectors, as they are usually treated. 
In the remainder of the paper, however, we will omit 
those indices which are summed over and list the free 
indices as variables, in order to simplify the formulaso 
For example, instead of 
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we will simply write 

D(p', n', a') YI>D(p, n, a). 

III. CONDITIONS ON THE FORM FACTORS 

The assumption of definite transformation properties 
of VI> and AI> under the discrete transformations C, P, 
and T puts restrictions on the functions Fi and Gi of 
Eqs. (28) and (32). The P-transformation property has 
already been used in deriving (28) and (32); we now 
assume that VI> and AI> are normal under time rever
sal,15 i. e., that 

A TVI>A1 =E(~)VI>' ATAI>A1 =E(~)AI>' 

where 

E(~)=-(1-2°l>o)= {~~ ~~~ ~:~:2,3. 

(33) 

Like the assumption that V and A are vector and axial 
vector operators, (33) is a restrictive assumption that 
can only be justified by its experimental consequences. 

In order to exploit this transformation property, we 
need an extension of the Dirac representation of the 
relativistic symmetry by T. We take for this the exten
sion of the Poincare group representation H(m, 1/2) by 
P and T which is realized by baryons. 1,4,16 In that case 
AT does not affect n, and its action on the states is4 

AT Ipo, p, n, a) = 0' (n)(- 1)a+1!21 Po, - p, n, - a), (34) 

where 0' (n) is a phase factor which may depend on n. 
Then 

(p'na'IA1VI>ATI pna) 

= (ATlp'na'), VI>ATlpna» 
= _ (_l)a+a' (_ p' n - a' I VI> I - p n - a), (35) 

where we have used (34) and the antiunitary nature of 
AT. According to (33), the lhs of (35) must be 

=E(~)(p'na' I VI> Ipna) 

so 

(p'na'i VI> Ipna) 

= - E(~)(_l)a+a' (- p' n - a' I VI> I - p n - a). (36) 

Writing the rhs of (36) in the form (28), we have, for 
n'=n, 

- E(~)(- l)a+a' (- p' n - a' I VI> I - p n - a) 

= - E(~)(- l)a+a' 1}(- p', n, - a'){YI>F1 + ial>vqVF2E(V) 

+qI>F3E(~)}D(-p,n,-a). (37) 

From the explicit forms for the bilinears (A49)-(A53), 
we find the properties 

(- l)a+a' D(- p', n, - a')(YI» D(- p, n, - a) 

= - E(~)i}(p', n, a') YI> D(p, n, a), (38) 

etc. Using these properties to compare (37) with (28), 
we find 
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F1(p',p) =F1(p',p), F 2(p',p) =F2(p',p), 

F 3(p' ,p) =F3(p',p)· (39) 

Similarly, for the axial transition operator AI> we find 

G1(p' ,p) = G1 (p' ,p), G2(p' ,p) = G2(p' ,p), 

G3(p',p) = G3(p',p)· (40) 

From the assumption that the V" and A" are Hermitian, 

VJ=VI>' A~=AI>' (41) 

we derive further conditions on the F j • Because of (41) 
we have 

(p'na'i VI> I pna) = (pnal VI> I p'na'). (42) 

Using (28), this may be written 

D(p'na'){Y"F1 (p' ,p) + ia"vqv F 2(p' ,p) + q"F3(p', p)} D(pna) 

=tJ(pna){YI>F1 (p,p') - ial>v qV F2 (p, p') 

- q"F3(p,p')} D(pna'). (43) 

The explicit forms of the bilinears (A49)-(A53) may be 
used to compare the two sides of this equation. The re
sult is 

F1(p' ,p) = + F1(p,p'), F 2(p',p) = + F 2(p,p'), 

F 3(p',p)=- F 3(p,p'). (44) 

Since the F's are Lorentz scalars, they must be func
tions of scalars formed with p' and p. Thus they are 
symmetric inp' andp, i.e., F j (p',p)=Fj (q2), where 
q2 = (p' _ p)2, so that (44) may be compared with (39). 
The result is 

F1 and F2 real, F3 = 0. (45) 

The hermiticity of A" leads to similar consequences: 

G1(p',p) = G1(p,p'), G2(p',p) = - G2(p,p'), 

G3(p' ,p) = G3(p,p'). (46) 

The G's are also symmetric in p', p, i. e., Gj (p' ,p) 
= G j (q2), so that (46) may be compared with (40) to 
give 

G2 = 0, G1 and G3 real. (47) 

For physical reasons, the charge conjugation opera
tor Ue must have the property 

(48) 

where a is a phase factor, and the relationship between 
the Ue and the Poincare group is 

U~lp"Ue=p,,", U~lLl>vUe=Ll>v. 

We may find the action of Ue on r I> as follows: 

u~lr oUe I p= 0, na) 

= a(n) a(- n)(- n) I p= 0, na) 

= - n I p= 0, na) 

= - ro Ip= 0, na), 

(49) 

(50) 

where we have used the unitarity of U e, i. e., a(- n) a(n) 
=1. Thus 

(51) 

Moreover, 
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U~1r1Ue 1 p= 0, nO') 

=a(n)U~1rllp=0, -n 0') 

=a(n)U~1 .6 Ip=o, -n' a')(-n'a'lrjl-n 0') 
.n' ,a' 

= a(n) .6 a(- n') 1 p= 0, n'a/)(- n' 0" 1 r j 1- n 0'). 
-n',a' 

(52) 

The matrix element of 2r l is (Yj)~~, which is given in 
Eq. (A4) of the Appendix. Thus 

= a(n) .6 a(- n') 1 p= 0, nO') 6_., •• (- iiai)a'a 
.n' ,a' 

=a(n)a(n).6lp=O, -na/)(-iiaj)a'a 
a' 

= [a(n) ]2r j 1 p = 0, nO') 

so that 

u~1r jUc = [a(n»)2 rio 

Using (49), (51), and (53), we calculate 

U~1 P", r'" U e Ipna) 

= - {porO - [a(n)]2 Pjri} 1 pna). 

On the other hand, 

u~tp",puelpna) =U~1p",p a(n)lp -n a) 

=a(n) a(- n){-n) m 1 pna) 

= - PuP Ipna). 

(53) 

(54) 

(55) 

In order for (54) and (55) to be equal, it must be that 

[a(n»)2 = - 1. 

This and the unitary of Ue, a(n) a(- n) = 1, imply that 

a(n) =± i sgnn. (56) 

We may choose the + sign for convenience. 

The V", are assumed to have the following C-trans
formation property: 

(57) 

where c is a phase. Like (33) and unlike (49), (51), (53), 
(56) this is an additional assumption. From (28) and (57) 
it follows that for n'=n, 

(p'nall V", Ipna) = + c (p' - n 0" 1 V", Ip - n a) 

=+cD(P' -n a'){Ft(-n)y", +iF2(-n)a",vr{ 

+F3(-n)q",}D(p -n 0'). 

(58) 

From Eqs. (A49)-(A53) we see that under the change 
n - - n, the bilinears D(p') D(p) and D(p') a",vD(p) do 
not change sign, but D(pl) Y",D(p) does change sign. 
Thus by comparing (58) and (28) we find 

Ft(n) = - cFt (- n), F 2(n) = + cF2(- n), 

F 3(n) = + cF3(- n). 
(59) 

These relations serve to restrict the number of arbi
trary functions in (26). If, e. g., we choose c = + 1, then 
according to (27) and (59) we have 
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F t (n) = sgn(n)f1 = - F t (- n), 

F 2(n) =12 =F2(- n), 

F 3(n) =13 =F3(- n). 

(60) 

We are thus left with only three arbitrary scalar func
tions of the momenta, 1t, 12' and 13' which characterize 
the matrix elements (23). 

For the axial vectors A", we assume the C-transfor
mation property 

where d is a phase. In the same manner that we ob
tained (58), we now have 

(p'na'IA",lpna) 

=dD(P' - n 0") {G1 (- n) 1'", 1'5 + G2(- n) a"v qVY5 

(61) 

+ G3(- n) qlL Y5}D(p - n 0'). (62) 

From Eqs. (A54)-(A58), we see that under the change 
n - - n, the bilinears D(P') a",vY5 D(p) and D(p') y5D(p) 
do not change sign, but D(p') 1'", 1'5 D(p) does change sign. 
Thus 

Gt(n) = - dG1(- n), G2(n) =dG2(- n), 
(63) 

As before, we may thus characterize the matrix ele
ments (31) with only three arbitrary scalar functions. 
By choosing d =± 1, we may write these in terms of the 
functions in Footnote 14. 

IV. SPECTRUM GENERATING SU(3) 

So far we have investigated the matrix elements of 
vector and axial vector operators V

IL
, Au in the Dirac 

representation space of the relativistic symmetry. The 
physical system that could be described by this repre
sentation space would be a particular fermion-anti
fermion system. We shall now extend our description 
to the case where the physical system consists of a 
multiplet of baryon-antibaryon systems (whose exter
nal properties are assumed to be described by the Dirac 
representation). Though this formulation can be given 
for any group which classifies the baryons, we will 
choose SU(3). 

Thus we assume that the space of physical states is 
the direct product space of the representation space of 
an SU(3) multiplet (octet) with the Dirac representation 
space: 

l!,U(3)(l, 1)0H~(m,D). (64) 

It is generally well accepted that the transition between 
different baryon states, as they occur, e. g., in the 
semileptonic decays of baryons, 

baryon a -baryonO!' + lepton pair [II, 

are described by SU(3) octet Lorentz vector and axial
vector operators. We will, therefore, investigate the 
matrix elements of SU(3)-octet Lorentz vector operators 
vt and SU(3)-octet Lorentz axialvector operators A~. t7 

A basis system in this space is given by the direct 
product of the usual basis in HBU

(3) and the canonical 
basis system inHD=H(m,D), 
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(65) 

where a represents I, 13, Y. 

Remark: Instead of the canonical basis system one 
could also have chosen the spinor basis system 

Iff
3
(P), a) = f/

3
(P)® I a). (66) 

As long as no further connection between SU(3) and the 
spin SU(2) or the SU(2)s;j is assumed, there is no rea
son to prefer one or the other basis system. 

If SU(3) is not a symmetry group, but the mass is a 
function of the internal quantum numbers a, 

11/ =m(a), (67) 

then the space of the physical system will not be the 
direct product space (64), with only one mass, and we 
can no longer assume that P", commutes with SU(3). In
stead of the relativistic symmetryif5p L r generated 

IJ. lJ.IJ JJ. • 

by the momenta PI' and LiJ."' r", one may consIder a 
relativistic symmetry generated by operators that do 
commute with SU(3). As an example we will assume thai 
the velocity 

PI' =p"M-l (68) 

and L,,", r" commute with the SU(3) which classifies 
the particles, i. e. , 

(69) 

Here@Sp L r denotes the relativistic symmetry gen-
jJ.·~vr fJ. { 

erated by ? .. ,LlJ,v, rlJ, these fulfill the same algebraic 
relations (1)0.0 (8) (9) as P", L,,", r" if one asummes 
that [rlJ"MJ= O}, and SU(3)E denotes the SU(3) which 
classifies the particles and which is now considered to 
be not a symmetry group but rather a spectrum gen
erating group. Although there is no direct evidence 
for assumption (69),18 it is not in evident contradiction 
with reality as is the assumption of an SU(3) symmetry 
group, i. e., the assumption that@:)plJ,.L"".r" commutes 
with SU(3L 

By assumption (69), the space of physical states can 
be taken as the direct product space 

fI =fl SU (3)E(1 , l):zfle(nl = 1,D) (70) 

where fle(nl = 1, D) denotes the Dirac representation 
space of 6 (the eigenvalue of p .. P"=l). The proper
ties of flS are analogous to those of flS. Instead of the 
canonical basis of generalized momentum eigenvectors, 
one has the canonical basis of generalized velocity 
eigenvectors lima): 

PI' M-l/ pna) = P .. / pna), (71) 

where PIJ, =p",/m. Correspondingly, there is a spinor 
basis ff (p). A basis system in fI is then given by the 
d

. 3 
lrect product 

I pna, a) = / pna)®1 a). (72) 

After these preparations, our problem can be stated 
as the investigation of the properties of the matrix ele
ments of the SU(3)E-octet Lorentz vector and axial
vector operators V,!, A~ between the basis vectors (72). 

Since V,! is an SU(3)E-octet operator, 19 

1439 J. Math. Phys., Vol. 18, No.7, July 1977 

(a'p'n'a'i V: I pnaa ) 

= C(l1, 11, 11, I' = 1 ;afla') (p'n'a'i V~f) I pna) 

+C(l1, 11, 11, 1'=2; afla')(p'n'a'i V~dll pna). (73) 

The two reduced matrix elements (p'n'a'i V:f •d
) I pna) 

define two operators V,},,{!) in the space flD. 20 We may 
apply the results of the previous sections to these 
operators with only the modification of replacing p by 
p, since the VJ'.d) are operators in fie rather than fie. 

Thus we have 

(p'nat I VJ f •d ) IPna) =D(plna'){y",F~f.dl(q2) 

+ia","q"P2(f·<!l(q2) +q"F3(f.dl(q2)}D(pna), (74) 

where illJ, =p(jm' - p,jm and D(p) =D(p), i. e., the D(p) 
are functions of the velocity only, as seen from Eq. 
(All). 

We shall now derive properties of the pV·dl (q2) which 
follow from assumptions made for the V:. First we will 
consider charge conjugation. The charge conjugation 
operator should have the property 

Vc I pna, a) = a(n) I p - n a, a). 

The derivation of 

a(n) = i sgnn 

follows almost exactly as before, except that in calculat
ing Eq. (56) we need 

r ml pna, a) =61 P - n a' a>(a'ir m la). 
cr' 

That is, since n and a are coupled, r m must change 
a to a = - a as well as n to - n. 

We assume the following C-transformation property 
for vt: 

Vc-lvtvc=-CV;~, 

where c is a phase factor. The matrix elements of 
(75) in the canonical basis are 

(a'p'n'a' I Uc•
1v:uc l pnaa ) 

=(-a'p'-n'a'lvt/p -n a -a) 

= - c(a'p'n'a'/ V;8/ pnaa). 

(75) 

(76) 

Since the V: are octet operators, we may use (73) to 
rewrite (76): 

6 C(y; -a,fl,-a')(p' -n' a'lv~rllp -n a) 
r=I.2 

= - C 6 C(y;a, - fl, a')(p'n'a' I V~ r)1 pna). (77) 
y=1.2 

[Instead of V~f) and VIJ,(d) we use the notation VJr=ll, VJY=2l 
respectively. ) Using the property of the Clebsch
Gordan coefficients that 

C(y=l; a, -fl,a')=-C(y=l;-a, fl, -a'), 

C(y=2;a, -fl,a')=+C(y=2;-a, fl, -a'), 

we see from (77) that 
(pI _ n' a' I VJr=l) I p - n a) 

=c(p'n'a'i V:r=l) I pna), 

(p' -n' all V",(M) / P -n a) 

= _ c(p'n'(]'1 V~Ml I pna), 

A. 86hm and R.B. Teese 
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i. e., that the V/J.(1'l satisfy 

Uc·lvJ,,·llUc =eV;1'=ll, 

U;l VJ1'=2) U
C 
= - eV/J.(l'=2l. 

According to (59) we have from (80) 

Ft=ll(n) = - eFt=ll (- n), 

F~1'=ll(n) =eF?=ll(_ n), 

F;{r=ll(n) =eF;{1'=ll(_ n) 

and likewise from (81) 

F{"=2l(n) = eF1( 1'=2l(_ n), 

Ft=2l(n) = - eF2(1'=2l(_ n), 

Ft=2l(n) = - eFF=2l(- n). 

(80) 

(81) 

(82) 

(83) 

Since e does not depend on n, relations (82), (83) [just 
as relations (59) did] will restrict the number of arbi
trary functions needed to characterize the matrix ele
ments of vt. If, eo g., we choose e = + 1, then by (27) 
we have 

F 1(ll(n) = sgn(n)/11l, F 2(1)(n) =N1l, 

F (ll(n)-/-(1l 'F(2l(n)-f-(2l 3 -3, 1 -1, (84) 

F?l(n) = sgn(n)f2(2l, FF) (n) = sgn(n)f3(2l. 

Likewise, if we assume for the axialvector operators, 

U;lA~Uc=-dA~B, (85) 

then we obtain 
ct=ll(n) = - dCt=ll(- n), 

C2("=l l(n) = dC?'=ll(_ n), 

c{tc1l(n) =dCt=ll(- n) 

and (SO) 

Ct=2l(n) =dCt=2l(- n), 

Ct=2l(n) = - dC2(1'=2l(_ n), 

C?=2l(n) = _ dC3(1'=2l (- n). 

Besides the above assumption for the v:, A~, we 
assume that they have a definite AT-transformation 
property: 

ATV!AT=E(/l) vt, ATA~AT=E(/l)A~ (87) 

and a definite Hermiticity property 

(88) 

We will call v! and A~ "first class with respect to the 
spectrum generating SU(3h" if (87) and (88) are ful
filled. This is in analogy with the first class condition 
when SU(3) is a symmetry group. 

Since AT does not affect the SU(3) quantum numbers, 
condition (87) leads by the same arguments as given in 
Sec. III to [see Eq. (39)] 

F/"dl(q2)=F,tf.dl({j2), i=1,2,3. (89) 

Similarly, for the axialvector operators we obtain [see 
Eq. (40)] 

C/f ,dl(q2) = Gj(f,dl({j2), i = 1, 2, 3. (90) 

We now use condition (88) to calculate 
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(a'p'n'a'i v:1 jmaa) 

= (c/jma I V;BI p'n'a'a') 

=C(ll,ll,ll,y=l;a' -(3a) (pna I vlfl I p'n'a') 

+C(ll,1l,1l,y=2;a' -(3a) (pnaIVJdllp'n'a'). 

(91) 

Comparing (73) with (91) and using the property of the 
SU(3) Clebsch-Gordan coefficients, 

C(ll, 11, 11, y; a' - (3a) =C(11, 11, 11, y; a{3a'), (92) 

we obtain 

(p'n'a'i VJI,d) I pna) = (pna I V,}I,dl I p'n'a'). (93) 

(93) is the same as relation (42) of Sec. III (stating that 
VJI.dl are Hermitian operators) and so, by the same 
arguments as given there, 

F1(;1
dl (p' ,p) =Ft2d)«- (j)2), 

(94) 

Likewise, the same calculations done for the A~ yield 
[see Eq. (46)] 

C(J~dl(p~' p~)=C{j~dl«_q~)2) 1. J , 1, J , 

Then (89) and (94) together with (90) and (95) lead to 

F 1(;1
dl real, F 3(f,dl = 0, 

C1(;:r dl real, C2(f,dl = O. 

(95) 

(96) 

(97) 

It is essential to remark that the above argument only 
holds for the F/I.dl([j2) and C?,dl(q2) in the matrix ele
ments between velocity eigenstates, and not for the 
usual "form factors" which appear in the decomposition 
of the matrix elements between momentum eigenstates. 
The reason for this is that, under assumption (69), the 
reduced matrix elements (p'n'a'i VJI,d) I ima) do not 
depend upon SU(3) quantum numbers, whereas the cor
responding reduced matrix elements (p'n'a' I V~/.d) Ipna) 
that appear in the matrix elements between momentum 
eigenstates 

(a'p'n'a'i v:1 pnaa ) 

=6 C(ll,11,11,y;a{3a')<p'n'a/lv~rllpna) (98) 
r 

do implicitly depend upon the SU(3) quantum numbers, 
so that expression (98) cannot follow from the Wigner
Eckart theorem. 

V. COMPARISON WITH NONINVARIANT FORM 
FACTORS 

In order to compare this theory with the experimen
tal data, it is most convenient to derive formulas which 
relate the SU(3) invariant form factors Fb Cj to the 
usual form factors/j, gjO This is because the data has 
traditionally been analyzed in terms of/i , gj, so that 
analysis programs written in terms of those form fac
tors are already available. To derive these formulas, 
we will calculate a physical quantity (the decay rate) and 
compare the result to the conventional expression. The 
assumptions that we shall make will be mentioned as 
they are needed. 
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We assume that the process is weak in the sense that 
the part T of the Hamiltonian which is responsible for 
the decay causes a negligible level shift. 21 The initial 
decay rate is then given by (lowest order perturbation 
theory): 

r=21T~ L:; O(EA• -E~) T~A (AI W(O)jA') TbA., (99) 
b A~A' 

where W(t) is the statistical operator that describes the 
ensemble of decaying hadrons, 

TbA = (b I TjA), fDA' = (A' I Tlb). 

I A), I B), " •• denote the eigenvectors of a complete 
system of commuting observables (CSCO), la), I b), • o. 

denote the corresponding free eigenvectors [i. e., I a) 
denotes the eigenvector of the CSCO for T = 0 that has 
the same eigenvalues as I A). This is always possible 
when the level shift can be neglected], L: AA' means sum
mation over all the eigenvectors of the CSCO, and Zb 
means summation over all those eigenvalues whose 
eigenvectors span the space of final states that are ob
served. The sums in (99) are discrete if one chooses as 
the CSCO a set of operators with discrete spectrum. It 
is often more convenient to use observables with a con
tinuous spectrum for the description of the experimental 
situation, In particular the momentum or velocity is an 
observable which is easily accessible in an experiment 
(though a physical system cannot be in an eigenstate of 
this observable), If we choose the vectors I A) to be the 
generalized eigenvectors of the momentum operator, 

I A) = if(A) , 1JA) 

with the normalization 

(f'1JA·If1J A) = 2E<;} 0
3 
(1"-f')(j~~ ~ A' 

E<f) = (m 2 +1"2)1/2, 

(100) 

(100') 

where 1JA denotes the eigenvalues of the other observa
bles that together with the p~A) make up the CSCO, then 

(101) 

For reasons which have been given in Sec. IV and 
which will again be discussed below, we may want to 
choose generalized eigenvectors of the velocity opera
tor P,jM rather than the momentum operator, i. e., 
choose the canonical basis vector (72) of Sec. IV: 

I A) = If A, ~A) == I jmaa ). (102) 

[It may, of course, happen that the ~A in (102) are the 
same as the 1JA in (100). This will be the case if the set 
of commuting observables whose set of eigenvalues is 
1JA commutes with P", as well as P",.] 

The normalization of the eigenvectors is conveniently 
chosen: 

(fj'f! pn)=2EY.)53Y.-F) 5;; •. , 
where 

£t)= (1 +f2/m 2)1/ 2• 

Then 
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(102') 

(103) 

We assume that the eigenvectors 1 A) are baryon 
states, i. e., that they are the canonical basis vectors 

I AI == I p, n, a, aI, (104) 

which were discussed in Sec. IV. The baryon has a 
definite mass which we assume to be a function of the 
SU(3) quantum numbers a(==I,I3, Y and the Casimir 
operators), and the decaying baryon state Wet) is pre
pared to have definite internal quantum numbers a and 
n = t. If the polarization has not been measured in the 
preparation, one will have to average over a. The 
statistical operator of the decaying system is then 

W(O)=t~ j(d3k/2Ek ) j(d3k'/2Ek.) /knaa)(aank')/ 

x ¢(k) 1>(k'). (105) 

Instead of the generalized eigenvectors I pnaa/, one 
usually uses the generalized eigenvectors I pnaa) of the 
momentum operator P",. In that case one has, instead of 
(105), 

W = tL:; j (d3k/2Ek) j (d3k' /2Ek,) I knaa )(aank' I ¢(k) 1> (kI). 
cr 

(106) 

As long as the observables whose eigenvalues are 
a (1,13, Y, • 00) commute with the momentum, the I pnaa) 
will exist and (106) will be equivalent to (105). If, how
ever, one of the operators whose eigenvalues are a, 
e. g., the Casimir operators of SU(3)E, does not com
mute with P"" then I pnaa) does not exist. Therefore, 
under assumption (69) we use the generalized eigen
vectors (104) with the normalization (102'). This will 
be the case for the baryon octet. 

If we use the normalization (102') and the measure 
(103), then the requirement that W be normalized, 

TrW==l (107) 

can be written as 

TrW= L:; j (d3k/2£k)(aank I wi knaa) 
".cr 

x (aank I k'naa)(aank" I knaa) ¢(k') 1> (k") 

= j (d3k/2Ek ) I ¢(k) /2 = 1. (108) 

The physical meaning of the distribution function ¢(p) 
is that I ¢(p) 12 is the probability that the momentum val
ue of the decaying particle is p = mp. For the idealized 
case that the system of decaying particles is prepared 
to have the exact momentum PI the probability I¢(p) 12 
will be zero unless p==p[o In the normalization (108) this 
is expressed by 

(109) 

If we choose the generalized eigenvectors I pnaa) for 
1 A), then we obtain the decay rate by substituting (105) 
in (99) and using (102'): 

r = 21T L:; tL:; f (d3k/2Ek)(d3k' /2E k.) 5(E~ - E k) ¢(k) (f>(k') 
~ ~ 

x (b I T I knua)(anak'i T I b). 

(110) 
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We have so far only specified that the decaying state 
is a one-hadron state with s 0:= ~ and definite n, 0'. We 
now consider in particular the process 

a-O"+l+v, 

where a, 0" are baryons and 1 is either an electron or 
muon. For the vectors b we then have to take 

/ b) 0:= / p', n = + ~,a', 0' ')0/PI' n 0:= + ~,a I' a II 

0Ip;:;, n= - E, av, 0'11), 

which we abbreviate 

Ib)= I pI, a';PI,l;Pii, Ti). 

We normalize the lepton states in the conventional way, 
i. e., according to (100'). Thus 2:b becomes 

6 = 6 f (d3Pii/2Eii)(d3Pr!2E l)(d3p' /2£'), (111) 
b ay,a"o' 

x 5(Eii + E/ + E' - E) cp(k) ¢(k') 

x <p', 0"; p" 1; Pji, v I T I ka)(ak'\ T \ p', a'; PI' 1; Pv ' v). 

(112) 

The calculations leading to (112) contain only well
accepted princip'les of quantum mechanics applied to the 
case where the PI' =P"M-l rather than the PI' commute 
with the other observables. They have been given here 
in order to show that there is absolutely nothing 
mysterious about the velocity eigenvectors ip, a) and 
that under assumption (69) it is advantageous to use 
them instead of the momentum eigenvectors i p, a). 

We will now specify the operator T furthero We as
sume that T conserves total momenta. 22 Its matrix ele
ment may then be written as the product of the momen
tum 5 function and a reduced matrix element: 

(P,a';p"l;p;:;,vITlk,O') 
= 03(p' + PI + p,; - k)«a'Zvl T I a». (113) 

Inserting this into (112) and uSing 03(p) = m-353(p/m) 
gives 

r=7T"6 f d
3
p;; dSPI ~ 5(E-E'-E;:;-El) 

SPil1'l 2Ev 2E I 2E 

x\cp (Pl+~~+P') 12 ~(krl((p"a';Pl,l;pv,vl 

x T I PI + !~ + p' 0')) 12 

where 

This can be brought into a familiar form if one makes 
the idealized assumption that the ensemble of decaying 
baryons has a definite momentum p. Then [¢ [2 is given 
by (109), and we obtain 

r = 7T f d
3
PI d

3
pr; d

3p
; ~ 04(p - p' - PI - Pii) 

2EI 2Eji 2E spins 

X m2~'2 2~ l«p',a';p"Z;pji,vITlp,a»12. (114) 
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The decay rate is conventionally calculated using the 
momentum eigenvectors (100) rather than the velocity 
eigenvectors (102), By carrying out the above calcula
tion using (100) and (100') rather than (102) and (102'), 
we obtain the conventional expression23 (except for ir
relevant normalization factors of 27T to some power or 
different normalizations for the lepton measure): 

r - :::...t:.l. .::::..u _ 1 f d 3p d 3
;,.. d

3p' 
- 2(27T)5 2EI 2Eji 2E' 

X2~ 1«p',a ' ;pz,Z;p;:;,v/Tlp,a»/2. (115) 

By comparing (114) and (115) we see that we may make 
the identification24 

7T ~ (-!,)21«pl,a';ppz;p",vITlp,a»12 
spins mm 

= 2(2
1 

)5 ~ l«p' ,a';pz,1;pp,vITlp,a»12. (116) 
11" .pins 

The difference between (114) and the conventional ex
pression (115) is that the conventional invariant matrix 
element is a function of the momenta of the baryons 
whereas in (114) it is a function of their velocities, and 
this results in a factor of 1/ mm'. 

We now have to specify the operator T further. We 
do this in analogy to the usual V -A product form of the 
weak interaction. We assume that the matrix element 
of T is the product of a leptonic part and a hadronic 
part. The leptonic part is given by the usual V-A 
matrix element for leptons, i. e., the lepton pair is 
treated as noninteracting particles (lowest order 
perturbation) : 

«P', a';PI,l;P", vi Tl p, 0'» 

= U(Pl) y"(l - Y5) v( Pii)«p'a 'IHx I pO'», (117) 

where we have used the conventional notation for the 
lepton spinors, The conventional expression is the same 
as (117) except that p, p' are replaced by p, p'. 

We assume that the transition operator in the hadron 
subspace H .. is the sum of a vector and axialvector, and 
further that it is the sum of the V:, A~ of Sec. IV with 
weights C(a): 

HA=g~ C(a)(V,,'" +A~). (l1S) 
'" If we take V, A, C(a) to be dimensionless, then the 

constant g which expresses the strength of the inter
action has the dimension of mass, because the reduced 
matrix element « [ T [) > has the dimension of (mass)2, 
For a Cabibbo-type model, one would choose C(± 1) 
=cosBe , C(±2)=sinBe , C(±3)=0, where Be is the 
Cabibbo angle. 

Finally, we use (73) and (74), and their analogs for 
A~, to write 

«p'a'IHAI pal) = (p', n' =~, a', a' IHAI p, n =~, a, a) 

=gD(p',~, a'){yx F1""'" (q2) + iGAyi}VF2""'"«(j2) 

+ qAFS ",'", (1) + h Y5 G1 """'(q2) + ifJAVqVY5 G2 ",'", (q2) 

+ qAYSGS""'"(iJ2)}nCD, ~,a), 
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where we have used the abbreviations 

F/"'''' W) =B C(f3) F/,,'Ik> (q2) 
e 

=~ C({3) Y~2 C(l1, 11, 11, Y; a{3a') F/ Y
) W), 

C/",,,,W) =~ C(f3) C/,,'a"'(fj2) 
a 

=~ C(m ~ C(l1, 11, 11, Y; aj3a') C/Y)W). 
a Yot,2 

(120) 

On the other hand, the conventional expression for 
the hadronic reduced matrix element is of the form 

«p'a' I HA I pa» = (c/I2")u (P'HYdt ",'", (q2) 

+a~"qV h"""'(q2)/m +q~fa"""'(q2)/m 

+ YAYSgt """'(l) + awYsq" g2 """'(q2)/ m 

+ q)'Ysgs Q''''(q2)/ m}u(p) > 

(121) 

where m is the mass of the decaying baryon, If"""'(q2) 
= baC {j3)ff"'%y'(q2), etc., and C(f3) as in (118), could be 
the Cabibbo factor. 

The leptonic reduced matrix element is the same as 
that used in (117). Thus for both cases, the leptonic 
parts of (116) are 

~ {u(Pr) yA(l- Ys)v(jJv) v{Pv) 1''' (1- Y,) u(Pr)} 
opina 

= - 8(pj p~ + p~ p~ - ~"Pl • p;; + ie)'''KO(p,). (J>v)o)' (122) 

Since the leptonic part (122) is the same on both sides 
of (116), we may use the abbreviation (lepton part»)," to 
represent the term given by (122). By using (119) and 
(121) we may then write (116) as 

1T(1/m'm)2(lepton part)A" ~ ~[D(p', t, a'HhFt""'" 
SPins 

+ + A C """'}D( AI) D· (A 1 ){ F- a'a ••• qAY,3 p,z,a p,z,a 1'" 1 

+ ••• +fj" YsGs""a}D(p', t, a)J 

= (1/2(21T)5)(lepton parW" ~ tc2[u(P'){'Ydl ",'a 
spins 

+ ... + q),ga""a/m}u(p)u(p){'Y"it""'" 

+ ... +q" gs""a /m}u(p'»). (123) 

By using the projection operators (A59) and the con
ventional projection operator for the Dirac spinors,25 

~ u",(P)"Ua(P)=(p+m)aa, 
spin 

we may write (123) in terms of traces: 

1T(lepton part)AI' (l/mm')2~ Tr[(YA Fl ",'a 

+ .•. + qAy, Cs""a)(p + l)(Y,,:Ji\a'a 

+ o··+fj"y,G3"""')(~'+1») 
= [1/2(21T)')(lepton part»,"tC2 Tr[(Ydla 'a 

+ ... +q)'Y5gs"''''/m)(p + m) 

X (y,J!'" 'a + ... +q" Y5gSa 'a/m )(P' +m')]. (124) 

By evaluating the traces in (124) and comparing the two 
sides of the equation, one could find relations between 
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the two sets of form factors. Instead of doing that, how
ever, it will be much easier to define new functions 
(we suppress the t'!I'a indices): 

and 

J1 =F1 + 2F2, ql = C1, 

J 2 = - F2 - Fa, q2 = - C2 - Ca, 

J S -=-F2 +Fs, qs-=- Cz + Cs 

/ t =/1 + (m +m')/z/m, ? 1 =gt + (m' - m)g2/m , 

(125) 

I 2 = -12 -/3, , 2 = - g2 - ga, (126) 

I s = -h + fa, , 3 = - gz + gs· 

Inserting (125) and (126) into (124) then gives 

1T(lepton part)AI' (l/m'm)Z~ Tr[(YAJt + PAJ 2 + p{Js 

+ h'Y'~1 + P)"YSq2 + P{Y5Qa)(P.+ 1)(YAJ1 

+ .•. + P{ 'Ys~)(;' + I)J 

= (1/2(21T)sJ(lepton part)AI' (m'm HCz Tr{[h/l + p.,..{m/2/m) 

+ ~~(m' la/m) + 'YAY,?l + PA(m1'l./m) + p'(m"s/m)] 

x(p + 1)['Y~11 + 0.0 + P{(m,3/m)J}, (127) 

where we have used p -= m; and P' = m'~' in the rhs. By 
inspecting both sides of (127) we find 

1T(,/m'm)Jl == [1/2(21T)S] v'm'm (c/fi)(/t), 
1T(,/m'm) J 2 = [1/2 (21T)'] Ym'm (C/..f2)(m/2)' 

1T(?/m'm)Js == [1/2(21T)']v'm'm (C/..f2)(m'!s), 

1T(,/m'm)Ql ==(1/2(21T)S]vm'm (C/Y2)(?l), 

1T(?/m'm) ~2 = [1/2(21T)sJ vm'm (C/Y2)(m'2), 

1T( ?/m'm) Qa = [1/2(21T)S] v'm'm (C/v'2)(m',s). (128) 

From these we obtain, by using (125) and (126) again, 

f a'a == (21T)4 .! (_2_) a/2 {F a'a + F """'(2 _ (m + m')2) 
1 G m'm 1 2 2mml 

+F",·",m-m 2 ,2 } 

s 2mm' , 

~ = 41T4- --
f ",'a ? ( 2 ) 5{2 

m C m'm 

X{(m' +m)F2""a + (m'- m)F3"""'}, 

fa""'" =47T 4 ~ (_2_) S/2 
m C m'm 

X{(m' - m)F2""'" + (m' + m)F3"""'}, 

",'", _ (2 )4 , ( 2 ) 3/2 
gl - 1T C m'm 

X G ",'a + C """, m - m _ C m - m 
{ 

Z,2 ( ')2 } 
1 2 2mm' 3 2mm' , 

--=4174- --g2 a
'
a ? ( 2 ) 5/2 

m C m'm 

X {em' + m) C2 a'", + (m' - m) Ca'" ''''}, 

g3 a
'
a 

_ 4 ~ (_2_) ,/2 
m -41T C m'm 
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x {(m' - m) G2
Ot'Ot + (m' + m) Gt'Ot}. (129) 

We thus see that condition (97) does not require g2 to 
vanish except in the symmetry limit. 

APPENDIX 

In this section we give a brief derivation of the trans
formation matrices D and h. The Lorentz transforma
tion properties (11) and (13) mean that we may write 

I pna) = U(L-i(p»)(<p (p= 0) o Ina»), 

li~ (p) =I(P)®IJ~' 

(AI) 

(A2) 

where <p(p) and/(p) are generalized eigenvectors of P", 
in the (m, s = 0) irreducible representation of Pp M , 

p.' )LV 
and In, a), If are basis vectors of the four-dimenslOnal 
(1/2,3/2) \.B (1/2, - 3/2) representation spaces of 
SO(3,1)r sand SO(3, l)s ,respectively. 6 

j' ii "V 
For the special case J=r", =l® rI and p=O, Eq. (19) 

becomes, by using (Al), 

(n'a' I r ~ Ina) =D;'}' (0) (jJ~'1 r; I f!>Dfa(O), (A3) 
s 3 3 S 

i. e., we see that D(O), D(O) transform the y matrices 
from the spinor to the canonical basis. By using the 
facts that (1) n is the eigenvalue of r 0 for p = 0 in the 
canonical basis, (2) r 0 transforms between the c = + 3/2 
and c = - 3/2 states in the spinor basis, and (3) r i is a 
vector operator in a known representation space of 
SO(3,1), it is possible to explicitly determine these y 
matrices (as done in Ref. 6). In the canonical basis, 
we find 

Vz'a' I r 0 Ina) = (Yo)::;:: 
CAN 

n=1/2 n=-1/2 

('; ~,J n' = 1/2 

n' =-1/2 

n=+1/2 n=-1/2 

Ca,~~ (a,~", ) n'=+1/2 

(Yi):~ =i n'=-1/2 
CAN 

while in the spinor basis 

<' e' I Ie) ( ) e'e fi' 2rO Ii = Yo J'i' s 3 3 3 
SPIN 

c =+ 3/2 c = - 3/2 

~ ~:, 'I' ) 
c'=+3/2 

3J 3 

0 c' =- 3/2 ' 

c =+3/2 c=-3/2 

(YI);;~3= 

'a,~"" - (U')"'J c' =+3/2 
3 3 

SPIN 0 c' =- 3/2' 

where the a l are the usual Pauli matrices: 

(0 1) (0 -i) (1 0) at = 1 0 ' a2 = i 0 ' as = 0 _ 1 . 

(A4) 

(A5) 

(A6) 

The matrix which relates these two sets of y matrices 
is easily found to be (within a phase) 
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n = + 1/2 n = - 1/2 

Den (0) = 1- i 5, a (1 i ) 
i3a 2 3 1 _ i 

and 

D(O) =D1(0), 

since D(O) is unitary. 

c=+3/2 
c=-3/2 

For general p, we have by (16) and (Al), 

I/ts(P»D~a(P) = I pna) 

= U(L-1(p») Ip=O,n!J) 

(A7) 

(A8) 

= U(L-1(p») I/J"3(0»D~a(O), using (6), and 

= I/f3(P»D}(Jtmoel(L-l(P»)D~a(0), (A9) 

by using (13), so that 

(AI0) 

By using explicit expressions for the ko = 1/2, C =± 3/2 
Lorentz transformations,l,6 (Al0) may be written in 
terms of the 'Y matrices (A5), 

en () ( A '" )ee' e'n ( ) Diaa p =C 1 +p",'Y 'Yo i3i3DJ3a 0, 

where p", =p,,/m and 

C=[2(1+Po)]-1/2. 

(All) 

(A12) 

However, we do not obtain D(p) by taking the adjoint 
of (All). To see this, we first write, using (Al), 

(p'na I 1/3 (p» 

= (<p(p = 0) I® (na I u(L(p'») I IJs(P» 

=(<p(p=O)I® (naIUI(p')® UX (p')lg
3
)® I/(p». (A13) 

Letting UX act on <p (p = 0) and Ul on 1/
3

, we have 

= 1>' (<p(p') I I(p»(na I li~) D~!} 1/ 2(koel (L (pI», 
3 3 3 

where ,/>' is a phase factor which may arise from 
different normalizations for <p and/. But <<p(p') I/(P» 
= cpIl2Po5

3(p' - p) and Vza II!> =i>~~3(O), so that (defining 
1>==<p'1>") 3 

(p1na I/ts(p» 

= 1>D~(A(O) D~(l31/2(koel(L(p'» 2P003(pl - pl. (A14) 

Using this we may expand il/(P» in terms of ipna)o 
Carrying out the trivial p intJgration, we have 

If e (p» ="'1 pna)nne,(0)Dt / 2 1!2(koelt(L(p'». (A15) i3 'I' ai3 isis 

Thus the scalar product of two spinor basis vectors is 
t 

(fJC,'(P/) I/J (p» = 11> 12 D~fP/2(kOCl(L(p'»DJZ:;' (0) 
3 3 3 3 3 

x (p'n'a'i pna) D~J3 (0) D1(1// 2(koe) (L(p»). 

Using (3) and the facts that D(O) is unitary and 
D}f}lI2<kOC)(L) is self-adjoint, 

3 3 

_Dtl21/2(koCl(L( ) L( » 2 53(, ) Oc'c 
- i313 P P Po P - P , 
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and, using an explicit form for the boost, 6,8 

= (pJl. YOY' )~:~ 2Po<'i3(p' - p) 
3 3 

where the Y matrices are given by (A5). If we define 
new vectors i according to Eq. (14), then Eq. (A16) be
comes the same as Eq. (15): 

<f' ~(p') I r (p» = 2Poli3(p' - p) liC'C lin • (15) i3 i 3 3 3 

Using definition (14), the transformation equation 
(16a) is unchanged, 

I pnu) = Iff3(P»D~a(P), (AI6a) 

but (16b) becomes 

(pna I =D~,: (p)(pJl. Y'Yo) ,::j: I f i';' (p ». 
3 3 3 3 

(AI6b) 

Now 

(pnai=(jpna»t and <tf(p)I=(if/(p)W (A17) 
3 3 

so from (A16b) we conclude that 

Df'a(p)t =D~J: (P)(pJl.Y"Yo)i:i 
3 3 3 3 

or 

(A18) 

(A19) 

Using (A4), (A5), and (All), we may write this as 

Nrc () ( )nn' DC'" ( )t( )c'c vai3 p = Yo aa' i'o' P Yo '3i 
CAN 3 SPIt 

or, using (All), 

==eD~J:(O)W'C5"j + (YoY'"PJl.)j:c,). 
3 3 3 3 3 

(A20) 

It is easy to see that D and h satisfy the Dirac equa
tion. For example, 

P rl' i pna) ==P rJl.I/ C (p»Dcn (p) 
I' I' '3 '3" 

== (PJl.x 0 1)(10 r~) if(P)0ft> Dja(P) 
3 3 

== t I fi; (p»(pJl. yJl. )J~~3 D~a(P). 

But, since Pl'rl' is Lorentz invariant, 

Pl'rJl.i pna) = hZ1T I pna) = tm1T If I (p»Di",,(p) 
3 3 

so that 

(PI' Y'" )r.i Dj'!,.(p) = 1Tm Dr.':.(p). 
3 3 3 3 

Similarly, we find 

D~f.(P)(P,"YI')~~ =1TmD~i (p). 
3 3 3 3 

(A21) 

(A22a) 

(A22b) 

From the above, in particular (All), (A20), and 
(A22), it is apparent that the D~il/2,C(p) are essentially 
the Dirac spinors uC (p u) and D3n=-1/2,C(p) the vC (p a) . '3 ,_ a1..:;, i3 ' , 
while the Dj,,(p) are the u and -11. We will display this 

3 • 
connection between the D and D and the explicit form of 
u and v in the usual representation. 

The Dirac spinors are usually written9 

u(v) (p) = C(l + YI' p"') u(v) (A23) 

and 
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vM(p) =C(l- YI' pI') v(v), 

where e is given by (A12) and 

u'""~ m U'-II"~m 
v<1'" ~ m · v'-II" ~ m 

(A24) 

(A25) 

We may arrange these u's and 11' s side by side in matrix 
form: 

U(O)=(~ ~ ~ ~) 001 0 
o 001 

so that (A23) and (A24) may be written together as 

U(p) = e(l + YJl. Yo pI') U(O) 

and similarly the Dirac adjoint is 

fJ(P) = at (P) Yo = eUt (O)(l + p'" YoYJl.) Yo' 

(A26) 

(A27) 

(A28) 

The Yo is inserted in (A27) because of the sign difference 
between (A23) and (A24). 

The Y matrices in this representation are 

y.~ ~ -:J · y.~ (~ ~I) < 
(A29) 

They are connected to our Y's in the spinor basis by 

Ut(YI')UBual U = (YJl.)ours, 

where 

1 (1 1) 
U=J2 -11' 

The connection between the usual spinors (A23), 
(A24) and our D, D matrices (All), (A20) is 

and 

D(p) = Ut U(p) UD(O) 

V(P) =YoDt(p) Yo 

=YoDt(O) Ut[J(p) U 

(A30) 

(A31) 

(A32) 

(A33) 

since Dt(p)Yo corresponds to the usual Dirac adjoint 
spinor. We will verify (A32) by an explicit calculation. 
From (All) and (A 7) we have 

D(p)=~ _l-i 
m 2 

x(m+po+pou i(m+Po+p·O') ) 
(A34) 

m+po-p'O' -i(m+Po-p'U) • 

On the other hand, 

UtU(p) UD(O) 

= ~2 (11 -11) C (m +Po - P"U ) 
v ~ m - p. 0' m + Po 

x Ji(! 1 D 1; i G _ii) 
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C 1-i =n; -2-

(
m + Po + P 011 i(m + Po + P • (1) J 

x (A35) 
JJl + Po - p • 11 - i(m + Po - P °(1) , 

which is the same as (A34). Equation (A33) may be veri
fied in the same manner. 

To illustrate Eq. (19), we will consider the two sim
ple examples J=PjJ. and J=rjJ.o For the case J=P" we 
note that the momentum operator does not affect the 
internal quantum numbers, so in the spinor basis 

P" =le p!XT 

and (19) becomes 

( "'Ipl ) DOn'C"(')(r'C"lrc') j} n a "pna = c'i:; P ~ i3 )3 

(A36) 

X «(p') I p!XT If(P» Df;~(p) (A37) 

but 

«((p') I p~XT If(P» =PIL (j(p') l.r(p)! 

=PIt 2E (p) 03(p'_ p) 

n=1/2 

l 
Po 

• In 
D(p) yoD(p) = 

i p 011 

111 

n =-1/2 

. P"11 l 1-
m 

_ Po 
m 

c=3/2 

c =- 3/2 

n = -1/2 

(A38) 

I 

< 
• e" I c' cHC' 
fi" fJ') = <'i <'i '''i' 

3 3 3 3 

so that 

(p'n'a' I p" I pno') = 2pjJ.E(p) 63(p' - p) .v;:\(p) Dj;,,(p) 

= 2p"E(p) 63(p' _ p) ann' 0""" 

which is just what we would expect. 

(A39) 

(A40) 

The example J = r" illustrates the differences be
tween calculating in the two basis systems. Then (19) 
becomes (dropping the discrete indices), 

(p'n'O"12r jJ.1 pno') 

=D(p/)<jI2r~NT If>(j(p/) l.r(p» D(p), (A41) 

where we used the fact that r jJ. does not affect the mo
menta. The matrix elements of 2r~NT have been cal
culated,6 and are simply the y matrices in our spinor 
basis: 

(p 'n'O"12r" I pno') =D(p') y jJ.2E(p) 03(pl - p) D(p). 

Using (All) and (A4), we have (for p'=p) 

(A42) 

(A43) 

n=1/2 

D(P)r'iD(P) = [P,l1
i 

i (a + ----'-,P!,-,i Pc....-· 0 ____ ) 
i m(m +Po) 

i fa. + PiP'11 ~ c=3/2 ~, m(m +Po) 

_ Pi c=- 3/2 
m 

(A44) 

The calculation is made in the canonical basis as follows: 

(p'n'a'12r" I pna) = (On' a' I U(],(pl» 2r jJ. U-1(L(p'» U(L(p'» I pnO') 

== L~1v(p')(On'a'12r v U(L( p'» I pna) = L~1v(p')6 f dll(k)(On'a' 12rv I kys) (kys I U(L(pl»! pna) 
r,s 

= L~1v(p')(On'a'12r jJ.1 OnO')(Ona I U(L(p'» I pnO') = L~1v(p')(On'a/12r jJ.I OnO') 2E(p) 03(pl - p), (A45) 

where L-1(p) is the boost, whieh is given by9 

v= 0 v==n 

Il=m 

The matrix elements (On1a' i2r" I Ona) are given by Eq, (A4), and so we may calculate 

L~lv (p')(On'O"12r" I Ona) 

(A46) 

by simply multiplying the matrices in (A4) with (A46). The result agrees with (A43) and (A44) so the calculations in 
the two different basis systems agree. 

It is useful to have explicit expressions for the bilinears DYjJ.D, etc. These are listed below for n=n', as these 
are the only ones used in the text. We use the conventions 
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(A47) 

and 

('/4 ! ) If" vpa _ (1 0 ) Y5=- t. Y~YvYpYo- 0 -1 (A48) 

Greek indices run 0 to 3, Latin indices 1 to 3. The unit and Pauli matrices are abbreviated 0 = 00 '0 and a l = (aj )a'u' 

Also, 7r = sign nand 

N = [4m'm(m + po)(m' + Po)]-l12, 

D(p') D(p) = N{[(m' + p~)(m + Po) - p' p'] 0 + i(p' X p) O(1}, 

D(p') YoD(p) =7rN{[(m' + p~)(m + Po) + p' 0 p] 0 + i(p'X p) • a}, 

D(p') ymD(p) =7rN{[(m' + pG) Pm + (m + Po) p~] 0 + iE:mUUI [(m + Po) P; - (m' + p~) Pj]}, 

D(P') ao,D(p) =iN{[(m' +P~)Pj - (m +Po)Pj] 0 - iEJ/lUI[(m +Po)pf + (m' +p~)pj]}, 

D(P' ) a,jD(p) =NEjJk {(m' + N)(m + Po) ak + p' "pak - PkP/·O' - p'p 0(1- i(kmlP;PmO}, 

D(p') Ys D(p) = - N{(m + Po) p' 0 (1- (m' + p~) p 0 a}, 

(A49) 

(A50) 

(A51) 

(A52) 

(A53) 

(A54) 

(A55) D(p') YoYs D(p) = 7rN{(m' + p~) p. (1 + (m + Po) p' ·o}, 

D(P') YmYs D(p) = 1TN{[(m' + p~)(m + Po) - p' .p] am + Pm p' .0'+ p~ p 0 (1 + iEmkIPkP~O}, 

D(P') ao,Ys D(p) = iN{[(m' + p~)(m + Po) + P'" p] a, - P, p' 0 (1- pi p. 0' - iE'kmPkP~O}, 

(A56) 

(A57) 

D(P') aijY5 D(p) =N{EIJk[(m' + pG) Pk - (m + Po)Pk] 0 + i[a,«m' +P~) Pi + (m + Po) pO - aj«m' + p~) Pi + (m + Po) pj)]}. 

Finally, we give the useful projection operators: 

Doll2(p)b1/2 c'(p) = (y P~~ + 1)00' 
oJ 3 'so' jJ, GO'," 

D~j1l2(p) Djlt,2 C'(p) = _ (y~ p~ _ 1)~~. 
3 3 

*Work supported by the U. S. Atomic Energy Commission 
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operator with the same transformation property as Ea is de
noted by V~ or A~. Our notation differs from the one conven
tionally used in physics literature. The connection is 
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Subalgebras of real three- and four-dimensional Lie 
algebras 

J. Patera and P. Winternitz 

Centre de Recherches Mathematiques, Universite de Montreal, Montreal, Quebec, Canada 
(Received 28 December 1976) 

The Lie subalgebras of all real Lie algebras of dimension d =:::; 4 are classified into equivalence classes under 
their groups of inner automorphisms. Tables of representatives of each conjugacy class are given. 

1. INTRODUCTION 

The purpose of this article is to find all Lie subalge
bras of all real Lie algebras of dimension d", 4. More 
precisely, we shall classify the subalgebras of each 
such Lie algebra into conjugacy classes and present a 
representative of each class. Conjugacy in each case is 
considered under the group of inner automorphisms, 
i.e., the Lie group obtained by the exponentiation of the 
adjoint representation of the considered Lie algebra. 

The main reason for our interest in this problem is in 
connection with physical applications. We are presently 
engaged in a project which involves the classification of 
subgroups of the "fundamental" groups of physics, 
namely the Poincar~ group (inhomogeneous Lorentz 
group), the similitude group (Poincar~ group extended 
by dilations), the de Sitter groups 0(4,1) and 0(3,2), 
the conformal group 0(4,2), and others (see Refs. 1-3 
and forthcoming papers). The knowledge of all subalge
bras of low dimensional real Lie algebras (in abstract 
form) is of great help not only in the above program, 
but is also of independent interest. 

As fUrther motivation let us mention several of the 
many applications of the subgroup structure of a Lie 
group (or subalgebra structure of a Lie algebra). 

1. Consider a physical system (or any other system) 
described by, e.g., a set of differential equations. Let 
this system have a symmetry describedbya Lie groupG. A 
classification of subgroups of G provides a classification of 
possible symmetry breaking influences (like additional 
terms in the equations, boundary conditions, etc).4 

2. A knowledge of the subgroups of G is important in 
the representation theory of G, e.g., it allows for the 
induction of representations from different subgroups, 
helps in the classification of irreducible representa
tions, etc.5 

3. A classification of subgroups is related to a class
ification of possible bases for representations, in that 
different bases may correspond to the reduction of the 
representations of G to different subgroups. 

4. The invariant operators of different subgroups of 
G (if they existJ3,6 will provide different sets of quantum 
numbers for a quantum mechanical system described by 
G (or different integrals of motion for the corresponding 
classical system). 

5. A knowledge of the subgroup structure of G is 
needed if we are interested in considering all possible 
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contractions of G to other groups.7 

Complex Lie algebras of dimension d", 4 have been 
classified by Lie,S real ones with d ~ 5 by Mubarakzyan
ov. 9 We make use of this last classification that was 
reproduced in a modified form in an earlier article.3 

In Sec. 2 we discuss very briefly the method used to 
classify subalgebras and then present the results in 
tables. Section 3 contains some conclusions and com
ments. 

2. CLASSIFICATION OF SUBALGEBRAS 

All three-dimensional indecomposable real Lie alge
bras can be classified into nine types.3 We denote them 
A 3 , j (with i = 1, ... ,9), as in a previous paper3 and 
present their commutation relations in convenient bases 
{ e" e2 , eg } in Table I. Two of these algebras are sim
ple, namely the algebras A3 sand Ag 9 of the groups 
0(2,1) and 0(3). The rest a~e solvable (A g " is actual
ly nilpotent) and can all be written as semidirect sums 
of a one-dimensional subalgebra {eg } and an Abelian 
ideal {e p e2 } • 

All four-dimensional indecomposable real Lie alge
bras can be classified into 12 types g A. ,I (with i 
= 1, ... ,12). We present their commutation relations in 
a convenient basis {el' e2 , e g , e. f in Table II. They are 
all solvable (A 4 " is nilpotent) and can all be written as 
semidirect sums of a one-dimensional Lie algebra 
{e.} and a three-dimensional ideal N ={ ep e2 , e3 }. For 
A.,p'" ,A.,6 N is Abelian, forA •. 7, ... ,A •. ll it is of 
type A 3 " (nilpotent), and for A.,'2 it is of the type A 3 ,3' 

Two types of decomposable three-dimensional Lie 
algebras exist: an Abelian one, 3A, and non-Abelian 
one, A2tt1 A,. Twelve classes of decomposable four
dimensional Lie algebras exist, namely 4Ap 2A 2, A2 
EI:l2A" andA,dJA 3 ,i (i =1, ... ,9), whereA 2 is the two
dimensional solvable Lie algebra satisfying [e" e2 ] =e2 • 

The subalgebras of the simple Lie algebras are 
known, those of the decomposable algebras can be found 
using the Goursat twist method, '0 explained in an earlier 
paper.' The subalgebras of the indecomposable and 
nonsimple Lie algebras Ag,i (i = 1, ... ,7) andA.,i 
(i = 1, ... ,12) can be classified into conjugacy classes 
under the groups ?Ag ,lor ?A. ,I generated by these al
gebras, using a previously developed classification 
method.' Let us briefly present the classification al
gorithm for the case of relevance here, namely of an 
n-dimensional Lie algebra Ln that can be written as a 
semidirect product 
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Ln ={ en to L n_u 

where en is a certain element of Ln and L n_1 is an 
(n - I)-dimensional ideal of Ln' 

Step 1. Find all subalgebras of the factor algebra 
Ln / L n- I ={ en }. This step is trivial, since there are 
only two subalgebras: {a} and {en}. 

(1) 

Step 2. Find all subalgebras of L n _ 1 and classify them 
into orbits under the action of the group ?Ln. This can 
be done either by making use of some low dimensional 
faithful representation of ?L., or more abstractly, by 
making use of the Baker-Campbell-Hausdorf formula,t1 

2 

e",xye-",x=Y+a[X,Y]+ ~! [X, [X, Y]] 

(2) 

where X and Yare elements of Ln. By induction we can 
assume that the subalgebras of L n _ 1 are already classi
fied under ?Ln _ l • We must hence only eliminate sub
algebras from the ?Ln _ 1 list that are conjugate under the 
one-parameter group expaen to other ones in the list 
(since we have ?Ln = expRen O?Ln_I). 

Step 3. Find all splitting extensions of the algebra 
{en}. To do this we must simply find all subalgebras 
Na of Ln_1 that are invariant under en, 

(3) 

The invariant subalgebras Na should then be classified 
into orbits under Nor.fLnen, i.e., the normalizer of 
{ en} in ?Ln. A representative of each orbit, together 
with the element en then provides the required sublist. 

Step 4. Find all subalgebras of Ln not contained in 
L._ I and not containing any?L. conjugate of en' They 
will be of the form 

{en+~xiej'Na}, (4) 

where Na is a subalgebra of L n_1 with an Ln normalizer 
not contained in L n _ 1 and x i are real numbers, not all 
equal to zero and such that en = en + 6i x, e i is not con
jugate to en under ?L •. The algebras (4) should be clas
sified into orbits under Nor .fLn ~n • 

As an example of this method consider the algebra 
A 4 •B of Ref. 3 (and Table II). The nonzero commutation 
relations are 

(5) 

Step 1. The algebra {e" e2 , eJ is a nilpotent ideal of 
the type A 3 • 1 • The factor algebra {e4 } has two subalge
bras: {a} and {e4 }. 

Step 2. Classify subalgebras of A 3 • I under ?A4 ,B' 

Putting 

and applying (2) we have 

exp(ae2 +i3e3 )A exp(-ae2 - i3e3 ) 
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(6) 

(7) 

and 

exp(ye4 )A exp(-ye4 ) =xIe l +x2 e-r e2 +x3eY e3 • (8) 

Choosing a, 13, and y appropriately we obtain the one
dimensional subalgebras 

(9) 

All two-dimensional subalgebras of A3 I are Abelian. 
We let B run through all subalgebras i~ (9), leave A in 
its general form, and require [A, B] = O. This imposes 
B=e l (orA =e l ). Since e l commutes with e2 , e3 , and 
e4 we can use (7) and (8) to similify A. We obtain the 
subalgebras 

(10) 

The only three-dimensional subalgebra is {e u e2 , est it
self. 

Step 3. The equation 

(11) 

has the solutions A =e p A =e2 , and A =e3 • It is easy to 
see that the only two-dimensional invariant subalgebras 
are {e"ez} and{e l ,e 3}. Thus all subalgebras ofA •. B 

containing e4 are, up to fA4,B conjugacy, 

{e4 }, {e 4 , eJ, {e4 , e 2 }, {e4 , eJ, 

Step 4. Putting e. = e4 + xel + ye 2 + ze3 and using 

exp(ae2 + i3e3 )7!4 exp( -ae2 - i3e 3 ) 

=e4 +(x + az -i3yle l + (y +a)e2 + (z - i3)e3 

with a = -y, 13 = z, we find the subalgebras 

(12) 

not contained in A3 ,I and not containing ?A4 ,B conjugates 
of e

4
• Together (9)-(12) provide a list of representa

tives of all ?A 4 ,B conjugacy classes of subalgebras of 

A 4 ,B' 

We proceed quite analogously in all cases and only 
present the results in tables. The decomposable Lie 
algebras under consideration are Abelian (3AI and 
4A I), of the typeA2ttlA2 or of the type AIEJ) B, i.e., 
direct sums of a one-dimensional algebra with a two-
or three-dimensional one. A classification of the sub
algebras of an n-dimensional Abelian Lie algebra re
duces to a simple problem in analytical geometry, 
namely a characterization or parametrization of all 
m-dimensional subspaces of an n-dimensional Euclidean 
space for 1"" m "" n - 1. This problem has been solved 
in at least two manners, namely the Hermitian row re
duced normal form l2 and the Grassmann coordination. 13 

The algebra A,\B A2 is treated by a straightforward ap
plication of the Goursat twist method. This method can 
be further simplified for algebras of the type A I ttl B. In
deed, denote the basis element of Al as en, those of B 
as {e p ••• , en_I}' Assume that all subalgebras of Bare 
known and denoted by B j ,k' A list of representatives of 
subalgebra classes of Al EB B will consist of three sub
lists: 1. all subalgebras BJ.k (including the trivial 
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ones), 2. thedirectsumsenfBBj,k for all Bj,k' 3. 
"twisted" subalgebras obtained from B j ,k by adding an 
arbitrary multiple of en to each element of Bj,k that is 
not contained in the derived algebra B; ,k' The ranges 
of the coefficients multiplying en must then be deter
mined using the normalizer NorYB B j ,k • 

As an example consider the sum AzfB At and choose the 
generators {e 3 } for Al and e u e2 , satisfying [eu ell =e 2 

for A 2 • 

1. The subalgebras ofAz are: {el,eZ},{e,},{el},{Of. 

2. To these we add: {e 2 , e3 , elf, {e z, e3 }, {el> e3 }, {eJ . 

3. The twisted subalgebras are: {e t +ae3 ,e2 }, 

{e l + ae3 } , {e 2 + be3 }. Since the normalizer of {ez } is 
{eu e2 } we can use e l to "scale" b * ° into t: = ± 1. Thus 
we have a,* 0, b = € = ±1 and the list of subalgebras is 
completed . 

In Table I we present representatives of each conju
gacy class of subalgebras of all two- and three-dimen
sional real Lie algebras. The algebras are listed in 
the first column using notation introduced previously. 
We sometimes indicate the corresponding Lie group in 
brackets [e.g., the Weyl group, the semidirect product 
of dilations and translations DO T z , the Euclidean group 
E(2) and pseudo-Euclidean group E(l, 1), etc.] All non
zero commutation relations are in the second column. 
The subalgebras are then listed by dimension and type 
in the last three columns. 

Table II for d=4 algebras is arranged similarly. The 
subalgebras are given in three columns for dimensions 
d = 3, 2, and 1 respectively. Within each column they 
are ordered by type. 

In both tables we list the generators of subgroups in 
such a manner that the generators of the derived alge
bra are written to the right of a semicolon, e.g., {e 2 , 

e 3 ; eJ for A 3 ,u {; el> ez, e3 } for A 3 ,9 [the algebra of 0(3)]. 
For Abelian subalgebras the semicolon which should be 
on the extreme right is omitted . 

Algebras are generally indicated by braces, e.g., 
{e l ; e2 }. However maximal subalgebras of each con
sidered Lie algebra are enclosed in ordinary brackets, 
e.g., (e t ; eJ. 

3. CONCLUDING REMARKS 

The results of this paper are summarized in Tables 
I and II. Together with our earlier results on the in
variants of low dimensional Lie algebras" these present 
a fairly complete picture of the structure and properties 
of real Lie algebras with d.; 4. This knowledge should 
be of use in the study of any physical system, or any 
system of equations, having a symmetry described by 
one of the studied algebras. Furthermore, the present
ed classification is helpful in the stUdies of the Lie sub
group structure of larger Lie groups, e.g., like the 
conformal group SU(2, 2). It should be mentioned that 
the classification is in a sense "maximaL" Thus, con
jugacy in this article was considered with respect to the 
identity component of the Lie group corresponding to 
each studied Lie algebra (Le., the group of inner auto-
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TABLE II. Proper subalgebras of real Lie algebras of dimension 4. The range of parameter s: _00 < x, y, z , v < Q(), 0"" ¢ < 7l", E = ± 1. 

Algebra 

4A1 

A,EIlZAt 

ZA, 

A"tEllAI 

A 3"EIlA I 

A'.3 ElJA , 

A,,4 EBA , 

A~,5EBA, 
(O<lal<l) 

A 3,sCDA, 

Nonzero commutation 
relations 

[el.e,l=e, 

[el' e,l = e" [e,. e41 = c4 

[e,.e,]=el 

[el, e31 = el, [e" e31 = el + ", 

[et, e31 = £'1' [e" e31 = e, 

[e"e,l=e" [c"eJ=-e, 

[el' e31 = el' [e" e31 = ae, 

[el.e,)=-e2, (e"e,)=£'1 

Dimension 3 

3A I, (el+ xe" e,+ ye"e3+ ze,), 

(el+xe"e3.e,). (e,.e"e,) 

(e l + xe3! ez +:reJ 1 C4) 

3At , (et> e3' e4). (e,. e3. e4) 

A, Ell At , (et+x(e,cos¢+e,sin1». 

e, sin¢ - e4 cos¢; £',) 

AI <:':lA, , (c l .e3;e,). (el.e4;e,). 

(el.e3;c4)' (e,.e3;e4) 

A 3,3' (e 1+£'3;e,.e4) 

A 3•4 , (el - e3; c,. e4) 

lx, 0 < Ixl < 1 
A~.5' (e l +xe,;e"e4)' a=)l/X, l<lxl<oo 

3A I: (e l , e, cos¢ + e3 sin¢. e4) 

AS,t: (eZ+ xe4,e3+ye4;et) 

3A" (£'"e"e4) 

A,EIlA I: (e3,e4;et) 

A 3t ?: (e3+ xe4; ('1, (>2) 

3A I : (e 1 ,e"e4) 

A,EIlA1: (e3.e4;e,cos</>+e,sin¢) 

A3• 3: (e3+ xe4;et,eZ) 

3At , ("I,e"e4) 

A,EIlA" (e3,e4;el), (e3,e4;e2) 

A3,4: (e3+ xe4; e"e,) 

3A I : (e"e2,e4) 

A,E'L'A I , (e"e4;e l ), (e3,e4;e,) 

A~,5: (e3+xe4;et,e2) 

3A,: (cI,e2,e4) 

A 3,s: (c3+ xe4;e t ,e2) 

Subalgebras 
Dimension 2 

ZAI , {el+xe,+)'e,.e,+ze,+veJ, {el+xe,+ye,.e,+zeJ. 

{e,+ xe,. e3+ yeJ, {el + xe,+ ye,. eJ 

{e,+ xe3. eJ. {es,e,J 

A,: {el+x(e3cos1>+e,sin¢);e,} 

ZAt' {et+x(e,cos¢+e4sin¢).e3sin¢-e,cos¢}. {e3,eJ. 

{e,+ < (e3 cos1>+ e4 sin¢) , e3 sin¢ - e4 COS¢}. 

{e,. e, sin1> - e4 cosd>} 

A 2: {el+xe3;e,}. {e,+xel;eJ. {et+£e4;c,}, 

{e3+£e,;e,J. {et+e3;e,+fe4} 

ZA I: {el.eJ. {el.e,J. {e,.eJ. {e,.e,J 

2AI: {el.e4+x(e,cos¢+e3sin¢)}, {e4,e,cos¢+C3sin1>} 

{e t + xe41 e2 cos¢'+ e3 sinI/J} 

2A" {e,+xe4,e,}. {el,e,+Ee,J, {el,e,J, {e,.e,J, 

{e"e,J 

A,: {e,+xe4;el} 

2A" {e"e,}. {e, coscb+ e, sind>,e,J, {e3,e4}' 

{et,e,+£e,J. {e,+Ee4,e,+xeJ 

A 2, {e3+xe,;e,cos</>+e,sin¢} 

2A I: {e"e,}. {el,eJ, {e"e,J, {e"e4}' 

{el+fe"e,J, {el,e2+fe,J, {el+fe4,e,+xel} 

A,: {e3+xe4;el}, {e3+xe,;e,} 

2A,: {et,e,}, {e"e,J. {e"e,J, {e3,e,J, 

{e,+Ee"e,J, {e 1,£,,+feJ, {e,+£e4,e,+xe,J 

A" {e3+xe4;et}. {e3+xe,;e,} 

2A,: (e, + XC4' e,}, {el' e4}, (e3. e4) 

(x? 0) 

Dimension 1 

{e1 + XB2+ yes+ zeJ, 

{e,+ xe3+yeJ. 

{e, + xeJ, {eJ 

{e,}, {e, cos1> + e4 sin1>}, 

{el + x(e3 cos¢+ e4 sin1>)} 

{e,+ £ (e, cos1> + e4 sin1»} 

{e,}, {e3}, {eJ. {el+xe3} 

{el He,J. {e,He,J, {e,HeJ 

{el + xe4}, {e,J. 

{e, cos1> + e3 sin¢ + xe,J 

{el}. {et+Ee,J. {e,+xe,J, 

{e,+ xe4}, {e4} 

{e, cos1> + e, sin1>} , {e3 + xe,J. 

{eJ, {et cos¢ + e, sin¢ + f eJ 

jet}, {e,}. {e,J, {e,+xe,J, 

{el + fe, + xe,J, {e, +E eJ, 

{e,+E e4) 

{el}, {e2L {e,J, {et +fell 

{e2+ feJ, {e,+ xe,J, 

{e! + £e,+ xe,J 

{eJ. {et + xe4}' {e3 + yeJ 

(x>- 0) 
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TABLE II. (Continued) 

Algebra 

A~.IE1lAj 

(a> 0) 

A3,8 E1lA j 

A a•9E1lA j 

A4,j 

A'l., 
(a "0.1) 

A~, 

A4,3 

A4" 

Nonzero commutation 
relations 

[ej. ea) = ae j - e,. [e,. ea) = ej + ae, 

[ea.etl=2e,. [el.e,)=ej. 

[e,.ea)=ea 

Dimension 3 

3Aj: (ej.e,.e,) 

At7: (e3+ xe4;el,e2) 

A,EIlA j: (e,.e,:e j) 

A3,8: (:ej.e,.ea) 

[ej.e,)=ea. [e,.ea)=ej. [ea.etl=e, A a•8: (;eloe"ea) 

[e,.e,)=ej. [ea.e,J=e, 3A j: (ej,e,.ea) 

A3,j: (e,+xea.e,;ej) 

[ej. e,) = aej, [e,. e,J = e,. 

[e3, e,J = e,+ ea 

3A j: (el.e,.ea) 

Aa.,: (e,;e2. ea) 

A3,,: (e,;el.e2), a=-l 

t. lal <1 
Af.5: (e,;e l ,e2). v= l/a. lal > 1 

[81.e,J=el' [e"e,J=",. 

[e3, e,J= e,+ ea 

[ej.e,J=elo [ea.e,J=e, 

[ej.e,)=el, [e2.e,J=ej+e,. 

[e3' e,i = e, + ea 

3Aj: (ej.e2.ea) 

Aa.,: (e,:e,.ea+xej) 

Aa,a: (e,:ej.e,) 

3A j: (ej.e,.ea) 

A,EIlA j: (e,+ xe3,e,;ej) 

A3,j: (ea,e,:e,) 

3Aj : (ej.e,.ea) 

A3,,: (e,;ej,e,) 

At~ [ej.e,J=ej. [e"e,J=ae" 3A j : (ej.e,.ea) 

A~,5: (e4i el,e2) 

A~.5: (e,:ej.e3) 

(-l"'a<b< 1.ab"0) [e3.e,J=bea 

Aa,a 
4,5 

(-1'" a< 1,a "0) 

[ej, elJ = el> [e" e,J = ae, 

[ea, e,J = aea 

{
a/b. la/bl < 1 

Af.5: (e,;e"ea). V= b/a. la/bl>l 

3Aj: (ej,e"e3) 

A3,3: (e,:e,.ea) 

A3.5: (e,:ej,e,cos</>+easin</» 

Subalgebras 
Dimension 2 

2A I : {el>eJ. (ea.e,). {ej+xe,.e,} (x? 0) 

2A j: {ej.eJ. {e,.eJ. (ej+ea.e,) 

A,: {e,+xe,; ej} 

2Aj: (ej.e,) 

2A j: {ej,ez}. {ej'''3}. {e,.ea+xej}. {ej.e,+xeJ 

2Aj: {el.ez}, {ej+xe,.e3}, {e,.ea}, {ejHea.eZ} 

A,: {e,; el}, {e,; ez} 

2Aj: {el.ez}. {ej+xe2.eJ, {e,.ea+xeJ 

A 2: {e,: ej cos</> + e, sin</>} 

2Aj: {ej.ez}. {ej+xe,.eJ. {e,.e3}. {e,.eaHej}. 

ie"~ e,+ xeJ 

A,: {e,+xea:ej} 

2Aj: {ej+xea.ez}. {el>e3}. {e,.ea} 

A,: {e,:ej} 

Dimension 1 

{eJ. {ej+xeJ, {"a+yeJ, 

(x;. 0) 

{eJ. {eJ. {e,ueJ (x;' 0) 

{ej+ea+yeJ. {ej+€eJ 

{eJ. {ej + xeJ (x;' 0) 

{ej}. {ez}. {eauej}. 

{e4+ xea} 

{ej} , {ez}. {eJ. 

{ej H ez}. {ea + xej} 

{ej cos</>+ e, sin</>}. 

{ea + xej}, {eJ 

{eJ. {ez}, {ejHez}. 

{ea + xej}. {e, + xeJ 

{ej + xe3}. {ez}. 

{ez}. {eJ 

2A j: {ej,ez}, {el.e3}, {e"ea}. {ej.e,+<ez}. {eJ, {ez}. {e3l. {eJ 

{e,.ej+€ea}. {ea.ej+<ez}, {ej+<ea.e,+xea} (x"O) {ej+€ea}. {e,+<eJ. 

A,: {e,:ej}, {e,:e,}, {e,:ea} {ej+€e,+xeJ (x"O) 

2Aj: {ej. e, cos</> + ea sin</>}. {e" ea}, 

{ea, ej + fez}, {ej + <ea, e,+xez} 

A,: {e,: ej}. {e,: e, cos</>+ e3 sin</>} 

{eJ, {e,cos</>+easin</>}, {eJ. 

{ej + € ea}. {ej + € e,+ xeJ 



                                                                                                                                    

Subalgebras 
Dimension 2 

ZAj: {ej cos<P + e3 sin<p, e,}, {ej, eJ, 

{e3,e1+feJ, {e1+ xea,e2+ feJ 
A,: {e4;e,}, {e4;ejCos<P+e3sin<P} 

2Aj: {ej + xes; e,+ ,'e3}, {ej + xe" eJ, fe"~ eJ 

A,: {e4;ej+xe'+W3}, {e4;e,+xe3}, {e4;eS} 

2A j: {ej + xe3, e,}, {e" e3} (x>- 0) 

A,: (e4;ej) 

2Aj: {e1oe,}, {ej,eJ 

A,: {e4; ej}, {e4;e,} 

2A[: {ej,e,}, {e1oeJ, {ej,e,+Ees}, {e4,ej} 

A,: {e4+xej,e,}; {e4+xej;eJ 

2Aj: {ej,e,}, {ej,eJ, {ej,e,+€eJ 

A,: {e4;ej}, {e4;e,}, {e4;e3} 

2A,: {e"e,cos<P+essin<P} 

A,:. {e4;e,}, {e4;e, cos<P+ e3 sin<P} 

2A,: {e1oe,}, fe"~ e3}, {ej, e,+€eJ 

{e3,eJ 

A,: {e4+xe3;ej}, {e4;e,} 

2Aj: {ej,e,}, (e1oe4) 

2Aj: {e[,e,} 

A,: (e4;c[) 

2A[: {e[,e,}, (e3,e4) 

A,: {e3; ej} 

Dimension 1 

{e,}, {ejcos<P+e3sin<P}, {eJ, 

{e,+fe3}' {ej+fe,+xeJ 

{ej + xe,+ yes}, {e,+ xe3}, {eJ, {eJ 

{ej + xeJ, {e3}, {eJ (x>- 0) 

{ej}, {e,}, {e3}, {eJ 

{ej}, {e,}, {e,+ €e3}, {e3} 

{e4+ xej} 

{eJ, {e,}, {eJ, {eJ, {e,+€eJ 

{e,}, {e, cos<P+ es sin<p}, {eJ 

{e,}, {e,}, {e3}, {e,+€e3}, 

{e4+ xe3} 

fer}, {e,}, {e4+ xe[} 

{ej}, {e,}, {e4} 

fer}, {eJ, {e4+ xe3} 



                                                                                                                                    

morphisms). When the algebra itself is realized as a 
subalgebra of some larger algebra, further conjugacies 
will enter into the picture and different subalgebras, 
that in this article are isomorphic but not conjugate, 
may become conjugate under the larger group. 

A problem of importance in physics and other applica
tions is the representation theory of each of the above 
Lie algebras. For some of them the representation the
ory has been completely developed [e.g., 0(3), 0(2,1), 
E(2) et al. 14 J. For other Lie algebras, specially the 
solvable ones, this theory is much less complete. While 
a large amount of mathematical work on the representa
tions of nilpotent and solvable groups has been per
formed,15-18 it has not been systematically applied to 
low dimensional Lie algebras. 

An article on the subalgebras of five-dimensional Lie 
algebras is in preparation, as are applications of the 
present classification to the study of subgroups of 
0(3,2), SU(2,2), and other Lie groups. Work is also in 
progress on the representation theory of various low 
dimensional Lie groups and algebras, in particular con
sidering reductions to their different subgroups. 
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New algorithms for the Molien function * 
Marko V. Jaric and Joseph L. Birman 

Physics Department, City College-CUNY, New York, New York 10031 
(Received 28 January 1977) 

Two new forms are given for the Molien (generating) function for multiplicity Cn ! of the identity 
representation in the symmetrized nth power of representation r of finite group G. These are 

where g is an element in G. 'Y/g) an irreducible character in the Abelian subgroup A generated by g. 
6j the subduction coefficient of r of G 1 'Yj of A; we usually take r irreducible. These forms have the 
merit of only requiring characters. In the following paper these algorithms are used to compute the 
Molien functions for space group irreducible representations. 

1. INTRODUCTION 

The MoHen function l for a finite group G is the genera
ting function for the multiplicity cnl with which the tri
vial or identity representation P is contained in the 
symmetrized nth power of a representation r of G. The 
Molien function is also the formal power series 

M(r,G;z)::tcnlZn. (1.1 ) 
n:::o 

By definition COl'" 1. The usual form for the generating 
function is 

1 ~ 1 
M(r,G;z)::TGT Lr det[l-zreg)] , (1.2) 

where the sum is over all elements g in the group G, I Gi 
is the order of G. 

It may be helpful in the interpretation of (1.1), (1.2) to 
recall that if, in the I-dimensional representation r of 
G, we diagonaHze the one matrix reg) for element g and 
find its I eigenvalues 

(1.3) 

then we can construct the partial MoHen function for ele
ment It in the representation r: 

m(r,g;z)"'l/b (l-zw;) 
, -1 

(1.4) 

and 

1 
1\11 (r , G; z ) :: TGT Y 111 (r , g ; z) . (1.5) 

Also, since the partial MoHen function is a class func-
tion, 

1 
M(r, G;z):: TGT 12 Ck l1l(r,C k ;z), (1.6) 

where the sum is over all classes C k in the group G, and 
c k is the order of class C k • 

In actual application, the forms (1.2), (1.4) have the 
disadvantage of requiring diagonalization of all the r. 

The present short paper reports on two equivalent 
presentations for the Molien function, only requiring the 
characters 

x(g) =Trr(g), (1.7) 
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which are more readily available. This should facilitate 
applications, especially to crystal space groups. In the 
accompanying paper we report on such applications and 
give, for the first time we believe, the Molien function 
for any space group representations. 

2. FIRST NEW ALGORITHM FOR THE MOLIEN 
FUNCTION 

From the character system for the symmetrized nth 
power of representation r we can find the cnl' Let X(n) (g) 
be the character of g in the symmetrized nth power of 
r; then, since all characters of rr are 1, 

1 
cnl = TGf Z;;X(n)(g). (2.1 ) 

A closed, but cumbersome expreSSion exists2 for X(n)(g): 

XK1(g) • •• XKn(gn) 
X(n)(g)= L PIK !2K2K !"'nKnK ! ' (2.2) 

KI, ••• ,K n 1 2 n 

with 
n 
.6 IKl =tl (2.3) 
l~l 

and K j zero or a positive integer. The objective of this 
section is to rewrite X(n) in terms of a simpler generat
ing function and thereby also cn[' 

First we include the condition (2.3) by incorporating it 
as a Kronecker delta in (2.2), and extending multiple 
sums on Kl ••• Kn to infinity: 

(2.4) 

Next we use an integral representation of the delta 

Op 0 =Res !+l = -2
1

.,{ ~~1' 
• Z 1ft jc Z 

(2.5 ) 

with P integer, where C is a closed contour around z = 0 
and Res means "residue." Substituting (2.5) into (2.4), 
we obtain 

(2.6) 

We also used 

II
n 

IK 1 z I = -=-tfii:'I . 
I~l Z 

(2.7) 

Now Eq. (2.6) can be rearranged to give 
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1 f dz nn ~ (ZIX(gl»)~1 1 
X(n)(g) = 211' zn+ t _ ~ l -(K )! ' 

• C l-l~rO I 

(2.8) 

which can now be recognized as follows: 

1 f dz nn ZIX(g') 
X(nl(g) = -2· ---n+l exp I 

TTl C Z 1=1 

_ ~ ~ exp(t zlx(gl»)1 
- III dzn 1=1 I z=o' 

(2.9) 

We may now formally extend the sum upon l to 00. This 
sum is convergent since we may take Izl< 1; also for 
finite groups the characters of powers of g are periodic 
[e.g., if P is the smallest integer such thatgP=e, then 
X(gl+P) =X(gl)J: 

(2.10) 

which is the nth term in the Taylor expansion about z = 0 
of the function inside the curly brackets. Hence 

00 1 ( I») 00 

exp(f;tZ Xl g - = Eo X(n)(g)zn , (2.11 ) 

where XoCR") '" 1 by definition. 

Recalling (2.1), we have 

, 1 ~ (~ZIX(gl») 00 n 
M(r, C; z) = TGT '7 exp f;-: l = Eo en! z • 

(2.12 ) 

This is our first expression for the MoHen function in 
terms of a generating function which depends only on the 
character system of the representation. 

To verify the connection with the usual form of the 
Molien function, we observe 

(2.13) 

Then the exponential function becomes 

( 
~ z 'r(g)l) ('0 lz r(g)] 1 ) 

exp Tr kr I =detexp kr l . (2.14) 

But for / z / < 1 

-lnf1-zr(g)J=t lZr(g)JI , 
'~l I 

(2.15 ) 

and, substituting back into (2.14), we have 

det exp{ -In! 1 - z r( g)J} 

=det{ 1/[ 1- zr(g)]} =1/detl1 -zr(g)]. (2.16 ) 

All that now remains is to average this expression over 
the group by multiplying by 1/1 cl and summing on g to 
recover (1.2). 

3. SECOND NEW ALGORITHM FOR THE 
MOLIEN FUNCTION 

Let us return to (1.4), (1.5). In this equation the eigen
values of r(g) appear. If C is a finite group, then, as 
previously remarked, every element has finite period P: 
gP =e. Of course, Po:(/ ci. Consequently, r(gl» =r(e) 
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and 

diagr(gP) = (1,1,1," .) . (3.1 ) 

It follows that 

Wj =exp(2TTinjl p), (3.2) 

where nj is selected from the set of integers 1, •.. ,P, 
Le., the eigenvalues Wj of r are selected from among 
the pth roots of unity. It may be that in a given repre
sentation r(g)t =r(e), where t divides p, but the argu
ment does not depend on this. 

In using (1.3), (1.4) we must determine which Wj ap
pear, and the multiplicity of appearance. Let us call {) j 
the multiplicity [frequency of appearance of a particular 
Wj in (1.3)]. 

Then (1.4) can be rewritten 

1 / ~l (1 - z W j ) 6
j 

, (3.3) 

where L.;~=1 {) j = t, the dimension of r. 

ConSider the subgroup A, generated by g, consisting 
of g and all its powers: g,g2, .•. ,gP =e. The irreduci
ble representations of A are labeled by the pth roots of 
unity: 

g-exp(2rrin j !p);;Yj(g), j =1, ... ,P. (3.4) 

A little consideration then shows that if we consider r of 
C as a representation of A (Le., we subduce), 

r of C + Y of A, 

then 

OJ = I!I E/j(gm)*X(gm). 

(3.5) 

(3.6) 

That is, the multiplicity OJ is the reduction coefficient of 
r of C, upon 'I of A. To find the {j j one simply reads off 
the characters X(gm) of the cyclic subgroup and carries 
out the reduction (3.6) in the usual manner j prior to this 
one has constructed all the needed basic set of charac
ters Yj of A, as pth roots of unity. In (3.6) IAI =p. 

Assembling this we have 

Using the periodicity of the characters for finite groups 
mentioned above we have also verified that Eq. (3.7) 
follows from Eq. (2.12). 

4. CONCLUSION 

We have found both of our algorithms useful for the 
calculation of the MoHen function, and we believe that 
both are new. In the accompanying paper we illustrate 
the use of these algorithms by calculating the Molien 
function for irreducible representations of O~ - Pm3n, 
an important nonsymmorphic space group. 

The merit of our method is that it facilitates the cal
culation of the MoHen function by only using characters, 
which are generally more readily available than repre
sentations. 

M.V. Jaric and J.L. Birman 1457 



                                                                                                                                    

Note added in proof: We thank Professor R. 
Stanley for recently informing us that (2.11) could 
also be obtained from (2.2) using a known com
binatorial result. 3 

*Supported in part by Grants NSF No. DMR76-20641 and 
CUNY-FRAP No. 11453. 
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Calculation of the Molien generating function for 
invariants of space groups * 

Marko V. Jaric and Joseph L. Birman 

Physics Department, City College-CUNY, New York, New York 10031 
(Received 28 January 1977) 

The new algorithms for computing the Molien generating function for a representation of a finite group 
obtained in the preceding paper are applied to obtain an expression which can be used for irreducible 
representation (*kn) of any crystallographic space group G. It proves convenient to express M(r,G;z) as 
a sum: M(r,G;z) = 1!I~~kckm(r,gk;z), where the partial Molien function m(r;gk;Z) is labelled by 
a coset representative gk carrying the class index k of the point group P = G I T, T being the translation 
group, the sum is over classes k, and Ck is the order of class Ck(P). The resulting form was used to 
compute M(r, G;z) for irreducible representations *rn, ·Xn, *Rn of nonsymmorphic space group A -15 
or 0 I. -Pm 3 n in which many high temperature superconducting crystals occur. Certain of these 
representations (matrix groups) are identified as generalized Coxeter groups, i.e., unitary groups generated 
by reflections. The Molien function for these groups has the required form given by Shephard and Todd: 
M(r.G;z) = [I1;(I-zd;)]-I. The d; satisfy dimensionality theorems. 

1. INTRODUCTION 

There are various physical problems for which it is of 
importance to determine polynomial invariants of a group 
G. The first step in the explicit determination of such 
invariants is to obtain the number of invariants of given 
degree. This can be accomplished by use of the Molien 
function/ for representation r of group G. Actual con
struction of the invariants is a separate step which can 
be accomplished by use of projection operator or an 
equivalent algebraic technique. Knowledge of the struc
ture of the Molien function provides a useful guide for 
determination of the integrity basis of the ring of invari
ants. 

If one is concerned with a phase transition in a crystal, 
one may have focussed attention upon some multicompo
nent order parameter (Xl'" 0 ,XI)' where Xj are vectors 
in a Hilbert space, such that under action of elements g 
inG 

g: (XU'" ,x)-r(g) , (1.1) 

where r is an [-dimensional irreducible representation 
of G. Take G to be a space group; for the present we 
suppress all indices relating to the representation. Then, 
the first step in modern renormalization group calcula
tions2 requires construction of the Hamiltonian for the 
system based on these order parameters. The Hamil
tonian is taken as a power series in the set (x u .. , ,Xl) 
=(X) 

(1.2) 

where the terms in H(') (x) will be a sum of the indepen
dent polynomial invariants, each homogeneous of degree 
s in the set (x). This so-called Landau-Ginzburg-Dev
onshire-Wilson expression is usually truncated at s = 4 
or 6, but future work may require conSidering terms of 
higher degree, or the entire function H (x) 0 

Work in the framework of phenomenological (Landau) 
theory of phase transitions in crystals3 requires know
ledge of the basic invariants (integrity basis), and in 
some forms of the theory, one needs expansions of the 
Gibbs free energy F(x) in a power series like (1.2). 
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A third example is the calculation of selection rules 
for high order optical processes such as multiphonon in
frared or Raman processes. 4 

In the accompanying paperl two new algorithms were 
presented for computation of the Molien function 
M(r, G;z). These forms will be used here. Theyare 

1 ( 00 zm ( m») 
Af(r,G; z) =TGT ~ exp ~ ~g (1.3) 

and 

(1.4) 

where X(g) is the character of gin r, YJ(g) is the irre
ducible character of g in the cyclic group A of order p 
generated by g, and oJ is the subduction coefficient of r 
of G upon YJ of A. 

2. THE CRYSTAL SPACE GROUP G 

We shall assemble some formulas for the elements of 
a crystal space group which will be used later. 

Let the translation group T of the crystal be generated 
by the fundamental translation a j (i = 1, 2,3)0 Using peri
odic boundary conditions, we have 

(e/aj)Ni=(e/O), i=I,2,3. (2.1) 

Then / T / =NI N 2 N 3• The set of all lattice translations 

(e/RL)=(e/lja j ), 

-N j /2sl j < N)2, l; integer, 

(2.2) 

(2.3) 

forms T. Sometimes below we denote a lattice vector by 
R. It is Simplest to consider a cubic system with NI =N2 
=N3=N; there is no loss of generality. 

Call the space group Go The factor group G/T is iso
morphic to a crystal pO!.l1t group P. Coset representa
tives in the decomposition of G with respect to T are 

l
7=0 

(¢ / 7) with or 

T = a fractional translation. 

(2.4) 
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A general element g of C is 

g:(<1>lt), t:T+RL • (2.5) 

If required, we may affix an index to <1> and T such as 
<1>a,ro ; other symbols willbe defined as needed. Assume 
the rotational element rp has period p, so rpP = e. Then 

(2.6) 

where 

(2.7) 

and 

P-1 
{rpY=6 (rp)A. (2.8) 

\=0 

Thus 

Rp =Pi3.j (Pi integer) (2.9) 

is some lattice vector. The period of RI> [in (2.9)] will 
be (N/q), q~1 with q an integer. We find it simpler, 
and no less general, to choose q = 1 so that 

(2.10) 

Thus the period of an element g depends on the period of 
its rotational part in a simple fashion. 

In (103) the elementgm occurs. Take for g the expres
sion (2.5). Then 

(2.11) 

In order to take advantage of the period of rp, we write 
for m: 

m = J.L +lp with J.L = 1, ... ,P; l = 0, ... , (N - 1). (2.12) 

Then 

and 

{</>}m. t= {</>}1p.t +{</>}~.t 

:lRp+{</>YJ·t 

=lRp +{ <1>}~. t -T~ +T~ 

= lRp +Rp +Tfl , 

where 

(2.13) 

(2.14) 

(2.15) 

is some lattice vector, and Tp is the fractional (or zero) 
in the coset representative whose rotational part is <1>~ • 
Then 

gm =i'+ IP = (e IlRI> )(e I Rfl )(</>PI Tfl) • (2.16) 

The elementg~1gmga will also be needed later. The 
elementg is as before, in (2.5), while 

(2.17) 

Hence 
r-J 

g~l gm g a =(e 1 </>~l. (RJl + lRp»( (</>p)a I t oJla) (2.18) 

where 
r-J 

(</>I1)a =</>;1</>I1</>a (2.19) 

and 
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(2.20) 

The translation toPa is in general a sum of fractional 
plus lattice translation, and might be written 

(2.21) 

where TPa is the fractional associated with rotational 
part (4/)a in the coset representative, while R~a is de
fined by (2.21) and is a lattice vector. For later conven
ience we define another lattice vector as 

(2.22) 

3. REPRESENTATIONS 

We shall be concerned with the Molien function for ir
reducible representation r of space group C. The con
struction of r of C and of X(g) is well known,s and we 
shall simply cite some relevant expressions. 

Let the irreducible representation r of the space group 
C be labeled *kn where *k = (k, k2' •.. ,ka = </>a k, ••. , ks ) 
and n refers to the allowable little group irreducible rep
resentation of C(k). The canonical wave vector is k, and 
C(k) is the space group of the wave vector k. Coset rep
resentatives in the canonical decomposition of C with 
respect to C(k) are g a: 

C =C(k) +g2C(k) + ... +gaC(k) + •.. +gsC(k). (3.1) 

We always reserve the index [J for such representatives. 
Then 

X *kn(g) =t lk)(nl (g~1gg a) (3.2) 
0:::1 

and X(k)(n) (h) =0 if hEEC(k); otherwise it has the value of 
the character of h in the nth allowable irreducible rep
resentation dk)(n) of C(k). Later we require the charac
ter of gm. 

Consider the Abelian subgroup A generated by group 
element g. Because we take the period of the elements 
in the space group to be pN the group A has pN distinct 
irreducible representations given by 

g-YJ(g) =exp(2rrinJ /pN), 

nJ =1, ... ,pN and J =1, ... ,pN. 
(3.3) 

Below it will prove convenient to take nJ =J and 

nJ =J =j + liN , 

j=1, ... ,N; lI=O, ... ,p-l. 
(3.4) 

Of course, we still retain the same total number of roots 
this way, but merely achieve a simpler labeling. Equiv
alently, j is an integer (mod N), and 1I is an integer (mod 
p). 

Recalling from the previous paper 1(3.1)-(3.7), we see 
that the Y J (g) are the possible eigenvalues W J which oc
cur in the expression for the MoHen function. 

4. MOLIEN FUNCTION FOR A SPACE GROUP 

We are now in pOSition to assemble all the previous 
results to calculate the Molien function for representa
tion r (labeled *kn) of C. Our strategy must be to com
pute the subduction coefficients oJ and the corresponding 
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eigenvalues Y J • There is no difficulty in principle since 
we are merely evaluating the sum 1(3.6): 

6J = I~I 2::>J (gm) *X(gm ). 
m 

(4.1) 

The sum goes over all elements in the cyclic subgroup A 
generated by g. However, because r is an induced rep
resentation and the structure of X reflects this as in Eq. 
(3.2), the calculation is formally rather untidy. Here we 
shall simplify the formulas as much as seems possible 
at present. 

We require that 

X *kn(gm) = t X(II)( n) (g~ 19 m go) 
0'=1 

s r-.J 

=L:; x(k)(n)«e I cp~l, (lRI>+R~»«cp~)OI to~o» 
iJ~l 

r-.J 

=L:;exp{-[iko' (lRp +R~)]}X(II)(n)«cp~)Olto~o) 
a 

a 

(4.2) 

where ko = k, cp~ 1 = CPo ' k is one of the members of *k, 
not equivalent to k, since (CPol To) is not in G(k). Note 
that in (4.2) the label l has been separated out, and we 
have taken m = jJ. +pl [see (2.12)] and used (2.18)-(2.21). 

Then, returning to (4.1) and replacing the sum on m by 
appropriate sums on jJ. and l, we have as an intermedi
ate step 

s 1 ~ 1 N-1 
6J =~ P f1 N '& YJ(t'+II»*x(k)(n)(g~lg~+ll>go)' 

(4.3) 

Now write, following (3.3) and (3.4), m =jJ. +pl, and nJ 

=j +vN, so that 

YJ (gm)* = exp [-21Ti(jJ. +pl)(j +vN)/pN] 

=exp[ -21Ti(jJ.j/pN +jJ.v/p +lj/N)]. (4.4) 

It is already clear here that some indices are redundant, 
and we shall eliminate j shortly. 

The first step is now to calculate the sum on l, and we 
isolate the relevant terms in (4.3) to obtain 

1 N-1 [(21T' )] (. k. R ) 
N ~ exp -il 7+ko ·Rp =t:,. -J--+~ . (4.5) 

This will immediately be recognized as a "lattice delta" 

t:,.(y)={l ify=integer, (4.6) 

o otherwise. 

Taking account of the restrictions on j (an integer mod 
N) and ka . Rp = 21T(integer)/N, we find 

21Tj/N +ko . Rp = 0 (4.7) 

as the only permitted value of j, which now allows us to 
write 

(4.8) 
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where we define 

6ua = ~ t exp{-i t21T
jJ.v +ko' (R~ _.l!..RI> +RJlo)J} 

p ~=1 P P 

(4.9) 

(6uo should not be confused with a Kronecker delta 6u • 0 

which we denote with comma between indices.) An inter
esting note about (4.9) is that there is no dependence on 
N [recall that v =0, ... , (p -1)]. 

Although it may appear cumbersome, Eqs. (4.8), (4.9) 
may be readily used in computations. It is assumed that 
the space group irreducible representations are known, 
so that, for each *kn, the set of coset representatives 
in G(k) is known, as are the dotted characters xO()(n), 
and the set of elements go' Computation of the trans
lations RI>' R~, R~a is straightforward and so is the evalu
ation of the sum (4.9). 

In the same fashion that the calculation of 6J Simpli
fies, so does the calculation of each term in (1.4), which 
is 

IIIl-zYJ (g)]-oJ , (4.10) 
J 

and, substituting J =j +vN as before, we find this be
comes 

IT IT [l-Z exp (21Ti(i;VN) )rOj
+

VN
• 

v=o ]=1 p 
(4.11) 

However, as shown above 

for the representation under consideration. Now we may 
use the t:,. again, to eliminate index j in favor of (J as in 
(4.7), and thus we change the range of the product appro
priately, so that (4.11) becomes 

P-1 s 
II II {l-z exp[i(21TV -ka • Rp)/Pl}-ova. (4.12) 
v=o 0'=1 

In order to exhibit these formulas in more compact 
form, let us define the quantities 

wp =exp(21Ti/p) , 

YaJl=exp [-ika • (R~ +RJla)/p]. 

(4.13) 

(4.14) 

Of course, these all refer to a single space group ele
mentg. Then 

1 p rv 
6va =P ~ (w:)~V(Y~p)1l (Ya~)PX<k)(n)«cp~)al T lla ) (4.15) 

and 

1 1>-1 s 
M(*kn, G; Z) = TGT L II II[1-ZYap(WI»V ]-OVa • 

g v=O 0'=1 

(4.16) 

We continue with Eq. (4.16) and reduce it to a form in 
which is appears as a sum of partial Molien functions, 
each labeled by an index derived from an index of class 
of the point group p of space group G. 

Let P =G/T. We call the kth conjugacy class of P 
Ck(p), with elements 
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Ck(p): <Pki> i=1, •.. ,ck , 

where <Pki is a rotation reflectiono 

(4017) 

Call the (kadth conjugacy class of G CkO'(G), with ele
ments 

(4.18) 

The index a will refer to those lattice translations as
sociated with <Pki, and Tki is the canonical fractional; 
tk cx I is an element in T. To understand the structure of 
the conjugacy classes of G, form the conjugate of (4.18) 
with respect to general element g = (<p I t), where t = T + R 
with T the canonical fractional for cP and R a lattice vec
tor as in Eq. (205), Then 

g-l(tk<X igkl)g = tk ctj gkj 

with 

and 

gkj = (cp-lcpkiCP I Tk)=(CPkj I Tk), 

tkCt.j =(e I cp-l(RkCXi +R'», 

(4019) 

( 4.20) 

( 4.21) 

When g runs through all elements in G, one will obtain 
on the right side of (4.19) the set of coset representa
tives gki' i = 1, ... , ck whose rotational parts are all the 
members of the conjugacy class Ck(p)ofEq. (4.17). Each 
such fixed rotational part (fixed k and i) will be associ-

ated with a set of translations, e.go, tkcti which is a sub
set of T. For example if cP commutes with CPki' then the 
set (4.21) will occur with 

(4023) 

To label a class in G, we require an index k referring 
to set CPki and an index a referring to the particular sub
set of translations accompanying a specified representa
tive such as gki c For fixed ki a subset Tkrii of transla
tions occurs in class Ck O'(G) accompanying Kki' Then for 
fixed ki, the decomposition of T with respect to the class 
label a is disjoint 

(4024) 
ct 

Thus a single class C',,(p) in P, with ck elements gives 
rise to several classes Ck",(G) in G. 

Let f (t) be a function on the translations t of T. Then 
for fixed ki 

6 f(t)=6{ 6 f(t)l, fixedki. 
tET ex tETkexi ) 

(4.25) 

Let X be a character in a representation of G; then 

(4.26) 

Since X is a class function, it has the same value for all 
elements in a class, i.e., is independent of i,j since 
these refer to the same class. 

TABLE 1. Partial Molien function m(r,gk;z) [text (4.29)] for irreducible representation *rn of O~-Pm3n. a In the tables: 

P n=1_zn; Qn=1+zn; R4(n)=1+nz2+z4; S2=1-z+z2; T2=1+z+z2. 

1 (EIO) 1 1 

1 

3 (C~IO) 1 1 

1 (110) 1 -1 

-1 

3 (uIO) 1 -1 

1 

1 1 

1 -1 

1 -1 

a Notation follows Ref. 7. 

1 
P j 

1 

1 

1 

1 

1 

1 

-1 

-1 

-1 

-1 

1 
P j 

1 
Qj 

1 
Qj 

1 

1 

1 

-1 

-1 

-1 

-1 

-1 

1 

1 
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1 
P j 

1 
Qj 

2 

-1 

2 

2 

-1 

2 

o 

o 

o 

o 

1 

Pf 

1 
P[ 

1 

Pi 
1 
T, 

1 
Pf 

1 
P2 

1 
P2 

1 
P2 

1 

P2 

2 

-1 

2 

-2 

1 

-2 

o 

o 

o 

o 

1 

Pf 
1 

T2 

1 

PI 
1 

Qf 

1 

Qf 

1 
P2 

1 
P z 

1 
P z 

3 

o 

-1 

3 

o 

-1 

1 

-1 

1 

-1 

1 

Pi 3 

o 

-1 

1 

Pf 

o 

1 

-1 

-1 

1 

1 

Pi 3 

o 

-1 

o 

-1 

-1 

1 

-1 

1 

m 

1 

PI 

1 

Pf 

1 

P j Q2 
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3 
1 

Pi 

o 

-1 

-3 
1 

Qi 

o 

-1 

1 

1 

-1 
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TABLE II. Partial Molien function m(r,..!rb;Z) for irreducible representations *Xn, and *Rn of O~-Pm3n. a See Table I heading. 

*kn *XI *X3 *R2 
and and and 

ck gk *X2 *X4 *Rl *R3 *R2ffi*R3 *R4 

(EIO) 
Q3 ~ ~ ~ ~6) Q2RtJ14) I ~ ps P2 2 2 2 

8 (C3 /O) % §. ~ ~ R,(3)z % Ps p2 Ps R,(l) Ps s 2 

3 (CaI O) ~ ~ ~ ~ RJh6) ~ ps P2 2 2 2 2 

(I I 0) 
1 I I I I 1 

1 PI PI P2 Pz Pf PI 
1 1 1 p2 !::;. 1 

8 (IC310) Ps P2 
.!..l 

Ps Ps Ps Ps 

(0-10) ~ 
1 1 1 1 1 

3 PI Pz Pz ~ PI 

(C2/7') -.2L -.2L 1 1 1 1 
6 

P2P~ P2Pl Pz Pz P[ PI 

(c4Ir) 
1 Q, 1 1 1 1 

6 
P4Qz pzpI P2 P2 ~ PzQ~ 

(o-vl7') 
Q 

* 
1 1 1 1 

6 pl~z P,Qz Qz Qz ~ ~ 

(S417') 
1 

* 
1 1 1 1 

6 PZP4 P4Qz Qz Qz ~ P~Qz 

aNotation follows Ref. 7. Representations "Xl, *X2, *X3, *X4 are called *Xz, *"-,, *~, *Xa, respectively, in Ref. 8. 

Now let F(X) be a function on the characters of X of G, 
and let t be an arbitrary translation in T. Then 

(4.27) 

The last step follows from (4.25) and (4.26), and now 

tative corresponding to class Ck(p). The partial Molien 
function iii (r,gki z) will be tabulated below. Then, in
stead of Eq. (4.16), we write 

p s 

m(r,gkjz)=(I/IT/)I; II II [l-zYap(wpn-ovo. 
t V~1 0;1 

(4.31) 

(4.27) can be used to rewrite the expression for the Mol- All quantities refer to elements tg
k 

in G. 
ien function. 

Returning to the expression 1(1. 5) for MoHen function, 
we may write, for g an element of the space group G, 

M(r, Gj z) = (1/ I GI)I; m(r,gj z). (4.28) 

Letting g=lgki 

}11(r, Gj z) = (1/ I pj)I;I; . (1/ j T/)I; m(r, tgui z) 
kit 

=(I/lpj)I; ckm(r,gk; z), (4.29) 
k 

where 

m(r,gk; z)=(I/1 T/)I; m(r, tgk; z). (4.30) 
t 

The last step in (4.29) follows owing to the use of (4.27). 

The symbol gk is a typical element or coset represen-
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5. APPLICATION TO IRREDUCIBLE REPRESENTATIONS 
OF SPACE GROUP 0 ~·Pm3n 

The space group O~-Pm3n is a nonsymmorphic space 
group of considerable current interest. Many supercon
ducting compounds such as V3Si, Nb3Sn, crystallize in 
this space group in their room temperature forms. 

In addition since O~ is nonsymmorphic, the calcula
tions of the MoHen function in this case may illustrate 
typical problems which arise in such calculations for 
space groups. The results are also of interest since they 
may reveal new features peculiar to space groups. 

We believe these to be the first reported calculated 
MoHen functions for space group irreducible representa
tions: these are the representations associated with *Rn 
and *Xn. Before dealing with these representations we 
shall discuss the representations *rn. 
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TABLE ill. Molien generating function for irreducible repre
sentations *rn, *Xn, *Rn of O~-Pm3n. 

*X1 
*X2 

*X3 
*X4 

*R1 

*R2 
*R3 

*R2EB*R3 

*R4 

1 
(l-z) 

1 
(l_zz) 

1 

1 

1 

1 

1+ z4+ 3z6+ 5z8+ zlO+ z12 
(1- z2)(1_ z4)3(1_ Z6)Z 

1 + 3z4+ 7z6+ 15z8+ 13z10 + 15z 12 + 8z 14 + 4z 16 

(1 _ z2) (1- z4)3 (1- Z6)2 

1 

1 

1+ z2+ 2z4+ 4z6+ 8z8+ 4z10+ 2z12+ z14+ zl6 
(1 _ z4)2 (1 _ Z6)2 

1+ 2z4+ 5z6+ llz8+ 9z10 + llz12+ 6z 14 + 3z16 

(1 _ z2) (1- z4)3 (1 _ Z6)2 

The irreducible representations of this space group 
have been given by Gorzkowski6 and in addition are listed 
in the standard compilation of Miller and Love. 7 We fol
low those authors' notations and we shall also indicate 
connection to another notation used by Gor'kovB (see 
Table II). 

A. Representations *rn 

At the center of the Brillouin zone, the group G(r) is 
the entire space group and the factor group G(r)/T is a 
group isomorphic to point group 0h since all transla
tions in T map into the identity. All irreducible repre
sentations of 0h are well known as are the irreducible 
character systems. 

In Table I we give: class multiplicity, coset represen
tatives in G(r)/T-Oh (first column), then in succeeding 
columns for each irreducible representation *rn the ir
reducible character and the partial Molien function which 
arises by summing over all elements in T. The weighted 
sum of all the partial Molien functions as in Eq. (4.29) 
gives M (*rn, O:j z), and these are listed in Table III 
where the first seven rows refer to *rn. The notation 
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of Miller and Love 7 is used. The result for the funda
mental representation *r4 - of 02 agrees with a result of 
Meyer ,9 who gave Molien functions for the fundamental 
representations of all point groups. 

B. Representations *Xn 

At the point X(O, 0,11 fa) in the Brillouin zone the allow
able irreducible representations of G(X) may be consid
ered as ray representation of G (X)/T - D4 h - 4/mmm with 
nontrivial factor systems.10 All allowable (X)(n) (n 

= 1, ... ,4) are two dimensional, and the *Xn are six di
mensional. Some of these representations have been 
used in recent theories of properties of these systems. 8 

In Table II we give the functions m(*Xn,gkjZ) for n 
= 1, ... ,4. In Table II, lines 8 and 9, the full Molien 
functionM(*Xn,O;jz) is given. 

C. Representations * Rn 

At the point R(11/a, l1/a, 11/a) in the Brillouin zone allow
able irreducible representations of G (R) are ray repre
sentations of G(R)/T-Oh -m3m. The factor systemlO is 
nontrivial. Allowable irreducible representations *Rn 
are two dimensional, n = 1, 2,3, and six dimensional, 
n = 4. The six-dimensional *R4 is unusual; it was used 
in a recent theory of the electronic properties of these 
A -15 systems. l1 Representations *R2 and *R3 are time 
reverse, and it proves interesting to consider the four
dimensional phYSically irreducible representation (prop
erly a corepresentation): *R2 EB*R3. 

In Table il, last four columns, we list the m(*Rn, 
gkiZ). In Table III, last four rows, we give the five 
Molien functions M(*Rn, O~;z), including for the physi
cally irreducible *R2 ill *R3. 

6. RELATION TO UNITARY GROUPS GENERATED 
BY REFLECTIONS (GENERALIZED COXETER GROUPS) 

Apart from its ultimate utility as a guide to construct
ing actual polynomial invariants, the Molien function 
may reveal important features of the structure of the 
matrix group associated with representation *kn. 

In particular for matrix groups r which are unitary 
groups12 generated by reflections (u.g.g.r.) there are 
important dimensionality theorems which apply.12.13 In 

case of a u.g.g.r. the Molien function can alwasy be writ
ten 

2VI(r,G; z) =1/(1-zd1)(I-zd2) •.. (1-z dm ). 

The dimensionality theorems are inter alia 

m 

II d; = I GI , 
i~l 

~ (d i - 1) = r , 
! 

(6.1) 

(6.2) 

(6.3) 

where r is the number of pseudoreflections in the matrix 
group G. (These formulas apply somewhat more gener
ally as well. 13) 

~. 
Observing Table III, we see that Molien functions for 

representations *rn for all n except 5+ are of the form 
(6.1). We easily verify that the relevant matrix groups 
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TAB LE IV. Identification a of the matrix group *k n as an ir
reducible unitary group generated by reflections (u.g.g.r.). 

Dimensionality Symbol for 
*kn of irr. u.g.g.r. the u.g.g.r. 

*rl-, *r2± 1 [ ]2 

*r3+ 2 G(3,3,2) 
*r3- 2 G(6,6,2) 
*r4+ 3 G(2,2,3) 
*r4-, *r5- 3 G(2,1,3) 
*Rl 2 G(4,4,2) 
*R2, *R3 2 G(6,3,2) 

aTable VII, p. 301 in Ref. 12. 

are u.g.g.r. It is, of course, well known that the funda
mental (r4-) representation of 0h is a matrix u.g.g.r., 
and line 6 of Table TIl agrees with Meyer. 9 

In Table IV we identify the irreducible matrix u.g.g.r. 
for representations *I'n±, n = 1, ... ,5, with the excep
tion of *r5+ which as seen in Table III is not such a 
group. The notation of Shephard and Todd12 has been 
used. 

Again returning to Table III, we see that the irreduc
ible *R1, *R2, and *R3 may be u.g.g.r.; we verified that 
they are. The groups so identified are given in Table 
IV, again following Shephard and Todd. 

In this paper we limited ourselves to presenting the 
Molien function for space groups, and discussing some 
implications. Elsewhere we shall present and apply the 
integrity basis for the ring of invariants. Other aspects 
of the theory of invariants for space groups are present
ly being investigated. 
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APPENDIX: VERI FICATION OF DIMENSIONALITY 
FORMULA 

From Eq. 1(1.4) it is clear that the degree of the poly
nomial in the denominator is equal to I (which is the di
menSionality of the representation r). To verify this 
property in (4.16) we have to show that 
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s 1-1 

E E liuo=sln' (A1) 
0=1 v=o 

where sln is the dimensionality of the irreducible repre
sentation *kn of G and In is the dimensionality of the ir
reducible representation D(k)(n) of G(k). Since v appears 
in (4.15) only in (wI)!' v, the sum over v will give 

1 P-l ( ) p-£;(Wt)pv=A ~ =op,p, (A2) 

where we took into account the fact that Il is restricted 
to the values 1" .. ,po Thus by (A2) we may eliminate 
the summation over Il, leaving only terms IJ. = p. Then 
from the definition of YoI' we see that (Yop*)Jl (YoI'Ylp=p 
= 1, so that the left-hand Side of (A1) reduces to: 

s P s rv 

EE oVo=Eik)(n)«ql)OITPo)' (A3) 
0:::-1 V=l 0:::1 ,....., 

However, (<tl)o=e, by (2.20), and thus Tpo=O. Finally 
since X<k )(n) (e I 0) = In (independent of a), (A3) reduces to 
(A1). 
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On approximating the resolvent of a rotated Hamiltonian 
in the scattering region * 
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We show that. with certain restrictions on the potentials, the Bubnov-Galerkin method enables one to 
approximate the resolvent of a two-body rotated Hamiltonian in the strong sense. In the general N -body 
case we find that one might encounter some spurious singularities. However, we suggest a slight 
modification in the method that enables one to construct a sequence that converges strongly to the exact 
resolvent. This provides a procedure to approximate the scattering amplitudes for all N -body collisions. 

1. INTRODUCTION 

Let HN = H6"1 + vN be the total Hamiltonian of an N
particle system with center of mass part removed. 
Ht and VN are the kinetic energy and potential terms 
respectively. The scattering amplitude§ T"' 
for a particular reaction are given by T* = To - T* 
where To=- (<Ph VrZPj), T*=lim,~o(zp" Vf (E±iE-HN)-1 
x Vj<pj) in the usual notation, where <pj and I/!f are the 
initial and final free states respectively and Vj and Vf 
are the corresponding potential terms. In the following 
we consider the case of T+. The case of r- can be 
treated similarly. 

If Vfl/!,=f, VII/!, =gEH: = L 2(R3N~3), then T+ is given 
by 

T+=lim(j, (E +iE - HN)"lg)o' (1) 
, ~O 

(. , • )0 denotes the scalar product in Ht, Thus the prob
lem of computing the scattering amplitude reduces to 
computing the matrix elements of the resolvent, R(.), 
of HN in the limit of the real line. 

For a self-adjoint H N
, which usually is the case, and 

E> 0, R(E + iE) can be approximated by a sequence 
Rn(E + iE) of degenerate operators, 1 Thus a straight
forward procedure to compute (j, R (E + iO)g)o is to set 
El > E2 > .•• '. Ek -:~ 0 and compute (j, R(E + iCk)g)O 
=limn~~(j,RlE+iEk)g)O; and then seek 
limk ~~ (j, R(E + iCk)g)O = limk ~~ limn~",(t, Rn(E + iEk) g)o 
= (t, R(E + iO)g)o. 2 ThUS, in this method, a double limit 
must be taken in the prescribed order, which is a 
rather serious computational disadvantage. On the other 
hand, setting E = 0 in advance, not only poses a serious 
convergence problem, it also complicates the computa
tional procedure. 3 

In order to circumvent these problems, the use of the 
rotated Hamiltonians has been made by several 
authors. 3 The method requires that the potentials satis
fy certain analyticity conditions, but the computation 
procedure is significantly Simplified. Although it is 
anticipated that the resolvent encountered may be ap
proximated by a sequence of degenerate operators, to 
the best of our knowledge, no rigorous result to that 
effect is available. In the present article we study the 
convergence properties of the sequence obtained by the 
Bubnov-Galerkin method (BG).4 In Sec, 2, following 
Simon,5 we introduce a class of two- body potentials for 
which the physical information can be extracted from 
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that on the rotated Hamiltonians, and collect some 
preliminary results. In Sec. 3, we show that for N = 2, 
BG yields a sequence that converges strongly to the 
deSired limit. For N> 2 we have been unable to rule 
out the possibility that the algebraic equations en
countered may be singular or nearly singular no matter 
how large n is. However we show that a nonsingular set 
of equations can be easily constructed from the singular 
ones which yields a sequence that converges strongly to 
the desired limit. These results enable one to approxi
mate the scattering amplitudes by BG. 

2. PRELIMINARIES 

Let H: be the completion of the domain D (.), of H: 
with respect to the norm lIull+=11(1 +H~)1/2Ullo andH~ 
be the completion of Ht with respect to the norm Ilull_ 
= II (1 + Htrl/2ullo, where 1\.11 0 denotes the norm in Ht. 
Let lj(B) be the one-parameter group of dilatations on 
H~ defined by (U(8)f)(r) = e3B/~f(re9). Simon5 has in
troduced the class ]'" of two- body potentials V: H: 
-H:, defined by 

(i) V is H~ symmetric, i. e., (<P, VI/!)o is real for all 
<pEH:; 

(ii) V is compact as a map from H: to H:; 
(iii) The family of bounded operators V(B) 

= U (B) VU-1 (B) from H: to H: has an analytic continuation 
to a family of operators from H! to H: into the strip 
IImBI -'" G. 

It should be remarked here that some concrete 
examples of the potentials that satisfy these conditions 
are given in Ref. (5), Also the Hamiltonian, Hr, that 
represents an N- body system interacting via potentials 
in] '" is defined by the method of forms, 5.6 which for a 
narrower class of potentials is identical to the usual 
definition of HN. In the following, V N will be assumed to 
have only the two-body forces which belong to J '" Also, 
since no confusion will arise, the superscript N from 
H:'" will be dropped, Furthermore, 8 (X, Y) and C (X, Yl 
will denote the classes of bounded and compact opera
tors, respectively, from X to Y; and B(X,X),C(X,X) 
=8 (X),( (X). 

Let z = (z 1> ••• ,z N-l) and D~ = D!.X ••• XD~~l where 
D~={zj: 0-'" IZjl <00, - G -"'arg(zj)"; G} and for any func
tion cp, cp"=cp(re lot ). The basis of the method of Ref. 4 
is the following proposition: 
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Proposition 1: Letf(z), g(z) be analytic and square 
integrable on D: and Vii EJ "" then 

{f, R (E + iO)g)o = {f, (E + iO - Hfrlg)o 

= exp[3i(N - 1)01 

x (r Ol
, [E - exp(- 2ia)Hf(a) j-lg"'}O, 

where Hf(CI): Ii+ -110, is the Hamiltonian associated 
with the form HN(O)=Ht-l- VN(O) with V N (0)=exp(2io) 

xL; Vf" 
Proposition 1 follows by replacing the integrals along 

the positive real line by that along the ray at an angle 
a in each variable, It is now clear that for Vii E.} '" the 
physical information is contained in Ilf(a). Also, con
trary to the case with H;, E is at a positive distance 
from the spectrum a(,) of exp(- 2ia)Hf(0). 5 

In order to approximate [E- exp(- 2ia)Hf(a)1-lg'" by 
BG, one chooses a linearly independent (1. i. ) basis 
{<p I} in f/, and solves the following set of equations: 

t 0' i (<I> i,(E exp(2ird - HN (a »<1> j)o = (<Pi ,.l?')o, (2) 
i·l 

i=1, .. ,n; 

where ii'" = exp(2i 0' )g"'. 1::;.1 CI}<p j is taken to be an ap
proximation to [E - exp(- 2iCl)Hf(o)]-lg"'. Before con
centrating on the convergence properties of the method, 
we establish some auxiliary results, Unless otherwise 
stated, the results are valid for the general N- body 
caseo 

Lemma 1: Let {<Pi}cll, and g"E.llo, Then (2) is 
equivalent to 

n 

"0 aj(<Pi' (1- !;B'+K)<pJ,=- (<PI, Bg a )" (3) 
j.l 

where t=(1-1-Eexp(2ia)), BEB(f(o,II,), B'EB(II'), 
K = BVN(CI) 'C 13 (fl,), BE P, (II _,11 ,), 

Proof: Let B be the closure of (1 + Hf)-l inll_xll,o It 
is straightforward to check that B 'C B (/,'_,11'). Let B 
and B' be the (closed) restrictions of B to 110 and II, 
respectively, Then (<pj,.if")o = (<PI, (1 -I- Htr1?t") , 
= (<p /J Bga

), and (<p I, <I> i)1) = (<p i (1 + Htrl<p i)' = (<p i, B+ <P i).O 

The stated properties of B, B'are easy to checko Also 
since (1 +H5t1VIJ (0) .•• 8UI.> we have that (1 + Hf)-l 
x VijCc(1) =-/~(ff.) and hence that (1 -I- H~)-1 VN (0:) .c:L3 (H.). 
From closability, this result extends to Ko 

COTOllary 1: For N=2, K of Lemma 1 is in C(II'). 

_ Proof: Follows from the fact that V2 (0') E: C (II "Ii J and 
BEP'(H_,H.L 

Lemma 2: Let B, B+, and K be as in Lemma 10 Then 
B- l (1_ B' + K) = Hf(a). 

Pmof: B is obviously invertible. Also () (S-1(1 - s+ + K» 
LII" Now for TH;;-fl o, 1'",,-11, we have that 

(u, B-l(1 - W + K)Il)o = (u, (Hov + VN(a»l')o 

and the result follows from the definition and uniqueness 
of Hf(o). 5-8 

We omit the trivial proof of the following result: 

Lemma 3: Let {<Pi} be an orthonormal basis in H., 
Then Eq, (3) is equivalent to 

1467 J. Math. Phys., Vol. 18, No.7, July 1977 

where fn = L;j.l CI j<P" An = P"AP n, and P n is the ortho
projection on the n-dimensional subspace of II, deter
mined by {<P,}, i=1 to no 

3. THE CONVERGENCE OF BG 

In the following theorem, the compactness of K is 
crucial. Hence the result is valid only for the two-body 
case (Corollary 1), 

Theorem 1 (N = 2): Let {<PI} be aLL basis in fI + and 
E, a'* O. Then for sufficiently large n, Eq. (2) has a 
unique solution and 

lim II ~ CI ,<P j - (E exp(2i 0) - H;»)-\~" II = O. 
n"' oo Jat 0 

Proof: From Lemma 1, (2) is equivalent to (3). Also, 
without loss of generality, we can assume {<Pi} to be an 
orthonormal basis in H.o Thus, from Lemma 3, it 
suffices to prove the result for Eqo (4), We divide the 
proof into several stepso 

Step 1: (1 - tB~tl - (1 - tB+rl strongly in H +0 
"-~ 

Proof: For any hE H + we have that limn ~~ II (B~ - B+)hll. 
= 0, Also for E, O! '* 0, Imt'* 0 and hence (1- tB+r1 

C. 8 (H +), (1 - tB~tl E B (H.) and for each n, 

It now follows that 

II [(1 - tB~rl - (1 - tB+rl]h 11+ 
= II (1 - tB~rl t(B~ - B+) (1 - tB+r1h II + 

~ ~ II (8' - B+)(1-tBT l h II IImtl n , 

n--:~ 0, 

for (1 - t BT l h E.H +, 

Step 2: (1 + (1 - tB~)Kn,-1 - (1 + (1 - tB+r1K}-1 uni-
formly in H +. n ~~ 

Proof: From the compactness of K and Step 1, it 
follows that 

lim II (1 - tB~)-IKn - (1 - tB+r1K" + = 0, 

Further, since 

p = (1 + (1 - tB+rlK)-l 

= (1 - tB+ + Krl(1- tB+) 

=[B-1(1- tB++K)]-lB-1(1- tB+) 

= - [E exp(2iCl) - 14(0')]-1 (B-1 
- t) (Lemma 2), 

p exists for Q, E,* 0, 5 Also as (1 - tB+r1K is compact, 
p must be bounded. The existence of the left member, 
for sufficiently large n, and uniform convergence to the 
right member, now follows from a standard argument 
(see, e, g., Theorem 1, Sec, 77, Ref. 4). 

Step 3: lim"~~ IIfn- (Eexp(2iO')-H;(a))-lg"lIo=o, 
PrOOf: Existence of (1- tB~ + KJ-1 for sufficiently 

large n is obvious from Step 2. Also for any h EH., 

S.R. Singh 1467 



                                                                                                                                    

lim 1/[(1- tB~+Knt1- (1- tB++Kt1]hll+ 

n-~ == lim 1/ [(1 + (1- tB~t1Kn>-1(1- tB~t1 
n-~ 

- {I + (1 - tB+r1 K)-1 (1 - tB+r1]h 1/ + 

== 0 (Steps 1 and 2). 

Further, since for g"EHo, limn_~II(P~-B)gall+==O, 
we have that limn_~"fn-f"+==O where 

f==- (1- tB++Kt1Bg" 

== (E exp(2ia) - HJ(a))-1g '" (Lemma 2), 

The result now follows from the additional fact that 

/I ' 1/ ° "" 1/ ' /I +, 

For the proof of Step 2 of Theorem 1 to go through, 
it is essential that K be compact For N~ 3 all we have 
is the boundedness of K, Therefore, the proof of The
orem 1 does not carryon to the general N- body case, 
Thus we are led to consider the case of a densely de
fined general sectorial form HN(a), which reduces 
exactly to the form being considered presently, 8 

It is pertinent to remark here that some convergence 
properties of BG to approximate (.1; - T)-t, where T is 
the tn- sectorial operator associated with a densely de
fined closable sectorial form, have recently been 
studied, 8 The main result was that if ~ is at a positive 
distance from the numerical range of the form then the 
sequence obtained by BG converges strongly to (~- T)-t. 
However, all we know about ~ [==Eexp(2ia)) in the 
present case is that it is at a positive distance from 
aCT) (T =HJ(a». It is clear from Theorem 1 that there 
is a class of sectorial operators for which the results 
of Ref. 8 can be strengthened to make only this assump
tion on ~. However, in general this assumption is too 
weak to obtain convergence. For example, in case of 
a self-adjoint T, it is known that some points of the 
spectrum of the approximating operator could accumu
late on ~ and/or move around in an arbitrarily small 
neighborhood of ~ (see, e. g., Ref. 9) and therefore a 
solution of Eq. (2) may not even exist. The situation 
in the present case gets only worse. 

A modification in BG has been suggested in Ref. 10, 
which enables one to construct a sequence that approxi
mates (~- T)-1 in the strong sense where T is self
adjoint and ~ could be real but at a positive distance 
from aCT). In the following we generalize this method 
further to obtain a sequence that converges strongly 
to (~ - T)-1 where T is tn- sectorial and dist(~, aCT»~ > O. 

Let A = tB+ - K and An be as in Lemma 3. We have 
thatAE.8(H+) and, for E, a ;to, distel, a(A» > 0, and 
therefore (l-A)-t, (1- A t)-1 E .8UI.), where t denotes 
the adjoint. LetL=A+At-AtA, Ln=An+A~-A~An' 
(1_L)"1 is given by (1_L)-1=(1_A)-1 (1_At)-1 and 
thus is in .8 (H'). It is now clear that dist{l, a(L» > O. 
We also have that Ln - L strongly. Now let Ud and Ud+O 

be two neighborhoods of 1 in the complex plane such that 
Ud C Ud+O' the boundary aud +O of U4 +0 is a continuous 
closed contour of finite length t, dimeter of U4 =d > 0, 
dist (1, a U4 ) ~ d' > 0, dist(a(A), aud +O) ~ JJ. > ° and 
min{dist(Ud , a Ud+6)' dist(O, Ud +O» ~ 6> O. It is obviously 
possible to find such neighborhoods. Also let (1 + E~), 

1468 J. Math. Phys., Vol. 18, No.7, July 1977 

j = 1 to tn(n), be the points of a(Ln) such that 
{(I + E~)}J.(r> CUd' let p~ be the projection on the eigen
space of Ln corresponding to the eigenvalue (1 + E~) and 
set Wn = Lj=\nl (1 + E~) p~, L; =Ln - Wn• Owing to the self
adjointness of L n , E~ are all real, p~ are orthoprojec
tions and thus Wn is self-adjoint and II Wn 11+ < 1 + d. Also 
it is clear that (1- L;)"1 is a uniformly bounded sequence 
of operators from H+ to H. with bound being ~ l/d', and, 
for 71E aud+O' 11(71 - Wn)-111 + ~ 1/6. The following theorem 
(in fact a stronger result) was proven in the Appendix 
of Ref. 10: 

Theorem 2: (1 - L;)-1 n _~ (1 - L )-1 strongly in H + • 

However, we give a proof here for the following rea
sons. The present proof is relatively straightforward 
and makes certain points more transparent. Also, in 
contradistinction to Ref. 10, we do not make use of the 
spectral theorem here and thus there is a possibility 
of generalization to the case of nonnormal operators. 
We shall need 

Theorem 3: Wn n _~ 0 strongly in fI + . 

Proof: We divide the proof into different steps. 

Step 1: For 71 E aUMB (71 - Wn)-1 Wn - (71 - L)-1 Wn] n_~ 0 
weakly in 11+. 

Proof: For u, VE fI+ and 71E aUd+6 we have that 

1 (u, (Wn - L)(71 - Wn)-1 Wnv)+ I 
= I {u(Ln - L)(71 - Wn)-1 Wn v>. 1 (for W; = Ln Wn) 

~ 1!(Ln-L)u!!+!I(71- Wn)-1Wnvll+· 
The first term goes to zero for Ln - L strongly and the 
second term is uniformly bounded by (1 + d)/5: 

t..(71) = I (u, [(71 - Wn)-1- (71 - L)-1] Wnv).! 

= I(u, (71-L)-1(Wn-L)(71- Wn)-1Wnv>'! ._-;0. 

Step 2: The convergence is Step 1 is uniform with 
respect to 71 E a U4 • 6 • 

Proof: Since a U4 • 6 is of finite length 1, the result will 
follow from the continuity of t..(71) in 71. But for 71,71' 
E aU4 +6 

!t..(71)-t..(71')1 

=! ! (u, [1) - Wn )"1 - (1) - L)"1] Wnv).! 

- ! (u, [(1)' - Wn)-1 - (71' - L)-1] Wnv).! 

~ ! (u, [(71 - W.)-1 - (71' - Wn)-1] Wnv). 

- (u, [(1) - L)-1_ (1)' - L)-l] Wnv).1 

~ 171-71'I[J(u, (1]- Wn)-1(1]'- Wn)-1Wnv).) 

+ I Cu, (71 -L)-1(1]' - L)"1 wnv>.1 J 

"" 11] -71'1 IIull.II vII .[1/62 + I/JJ.2
] II w.ll, 

and the result follows from the fact that 5, JJ. > 0 and 
W. is uniformly bounded. 

Step 3: W • • _-; 0 weakly in fl •. 

Proof: For u, VE fl. let 

1== -21 . ~u d1){u, [{1] - Wn)-1 - (1] - L)-1] Wnv) •• 
1ft lai 4+6 
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Since (l; - L)-1 is analytic for l; E Ud• 6 , the second term 
in I is equal to zero. The first term is equal to 
(u, Wnv). as can be seen by distorting the contour into 
a circle at infinity and noticing that the residue at the 
origin is zero. Thus 1= (u, Wnv) •• Now 

III"" 1 sup I (u, [(1J - Wn)-1- (1J - L)-1] Wnv)+ I n---;; 0 
"Eaud +6 

from Steps 1 and 2. 

Step 4: Wn n--: 0 strongly in H •. 

Proof: For U E H + 

II Wnu II! = (u, W;u). =: (u, Ln Wnu) n·--;; 0 

from Step 3 and the fact that Ln - L strongly. 

Proof of Theorem 2: For uEH. we have that 

II [(1- L~)·1 - (1- L)"1] u II + 

= II {l- L~)"1(Ln - Wn - L)(1- L)-1u II. 
"" II (1- L~)-111.11 (Ln - w., -L)(1- L)-1u II. n.--;; 0 

for 11(1 - L~)-111. "" 1/ d', Ln - L strongly, and Wn - 0 
strongly (Theorem 3). 

In the following theorem we obtain the present method 
to approximate (1 - A)-1. 

Theorem 4: (1 - L~)"1 (1 - A~) n.--;; (1 - A)-1 strongly in 
H •. 

Proof: Strong limit of the uniformly bounded sequence 
(1- L~)"1 is (1 - L)"1 and that of (1- A~) is (1- At). Thus 

(1- L~)"1(1_ A~) n.--;; (1- L)-1(1_ At) = (1_A)-1 

strongly in H •. 

It is clear that (1 - A~) in Theorem 4 could be re
placed by (1- At) without affecting the result. However, 
this result provides a convenient computational pro
cedure to approximate (1 - At1, which we explain in the 
following. Equation (2) is a matrix equation 

where Mn is an nxn matrix and f3n is an n-dimensional 
column vector. A vector solution an of Eq. (5) is 
sought. The result of Theorem 4 requires that one 
multiply Eq, (5) from left by M~ and obtain 

M!Mn an =M~ f3n . 

(5) 

(6) 

If this resulting set (6) remains singular or near singu
lar with increasing n, we drop the offending part x n• 

The resulting equation 

(7) 

then has a unique solution a~ which enables us to con
structfn=L:J=1aj¢j' It is clear, from Lemmas 1,2,3, 
Theorem 4 and the additional fact that Pn -1 strongly 
inH., thatf~ n.--;;[Eexp(2ia)-H1(a)]-1 gOa strongly 
in H +. Convergence in H 0 follows from that in H +. We 
state this result formally as 

Theorem 5: (N?- 3): Let ¢; be an 1. i. basis in H+ and 
E, a * O. Also let f~ be the solution of the "reduced" 
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set of equations obtained from Eq. (2). Then for gOa 
E Howe have that 

lim IIf~ - [Eexp(2ia) - H1 (0')]-1 gOa II 0 = O. 

4. CONCLUDING REMARKS 

For N = 2 we have that the sequence obtained by the 
original BG converges strongly to the desired limit. 
This result also enables one to investigate the spectrum 
of a two body rotated Hamiltonian. For N?- 3, we have 
the convergence of the sequence obtained by the modi
fied BG. Computationally the modification is a straight
forward procedure; analytically the result is achieved 
in two steps. The first step is to reduce the problem 
involving a non-self-adjoint operator to the problem in
volving a self-adjoint operator. The second step is to 
drop out any possible singularities. The latter modifica
tion in BG has been studied in Ref. 10 for a more gen
eral class of self-adjoint operators in that no assump
tion of boundedness, above or below, was made. The 
technique used there relied on the spectral theorem for 
the self-adjoint operators. The present method is 
easily extendable to the general class of self-adjoint 
and normal operators, and possibly also for some of the 
operators that may not have a spectral decomposition. 
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One may produce sequences that converge to the eigenvalues of a compact operator and the solution of an 
inhomogeneous equation involving this operator by the Bubnov-Galerkin method. We produce easily 
computable. converging and accurate error bounds on these approximations. provided that the operator 
belongs to a fairly wide subclass of the compact operators. These bounds in turn enable one to compute 
error bounds, having the same properties, on the approximations to the scattering parameters and the 
bound state energies obtained by the Schwinger variational method for some two-body interactions. This 
provides a method of obtaining upper and lower bounds to these quantities. 

1. INTRODUCTION 

Many problems in physics can be reduced to solving 
a Fredholm type equation involving a compact operator, 
Several approximation schemes are known to solve a 
Fredholm equation, for example, the collocation meth
od,l the collocation-variational method,2 and the Bub
nov-Galerkin method3 (BG). The latter is closely relat
ed to the variational methods that are frequently used in 
physics.4

-
6 Also the method of moments,7 which proves 

quite useful in certain situations, is a special case of 
BGo Although it is known that BG provides sequences 
that converge to the exact values, in both the homogen
eous and the inhomogeneous case, they may not have any 
bound property unless the operator involved belongs to 
a class that is too restrictive for the practical purposes. 8 

Thus it is desirable to have an error bound on an approx
imate solutiono 

For an error bound to be practically useful, it should 
be convergent to zero as the order is increased, com
putable with reasonable amount of labor and should be 
small at moderately large orders. Most of the error 
bounds available in literature lack some of these prop
erties. 1 In the present note we derive bounds on the sol
utions obtained by BG which have these characteristics, 
provided that the operator is in B ,(}f), where B,(H) is the 
class of linear operators from H to H such that 11K III 
=[Tr(KtK)I/2]I/l< 00 and H is a separable Hilbert spaceo 
This class is sufficiently large to include a fairly large 
number of the cases of interest: For example, the two
body problem for a reasonably large class of potentials 
reduces to studying an operator K E B2 (H), H = L 2 (R 3

).9 

We give explicit error formulas for the approximations 
to the eigenvalues of K EB I(H) and to the solution of an 
inhomogeneous equation involving 1\. These results with 
some results of Refs. 4-6, enable one to compute error 
bounds with the same properties, on the approximate 
values of the eigenvalues and the scattering parameters 
obtained by the Schwinger variational method, for the 
two-body interactions compatible with Ref. 9. This ob
viously provides a practically satisfactory method to 
compute converging and accurate upper and lower bounds 
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on these quantities, which have been difficult to obtain, 
and/or lack these properties. 10 The accuracy of the 
bounds is then numerically tested for two explicit exam
ples, one of them being the one arising in the S-wave 
bound state problem involving an exponential potential. 

2. THE ERROR BOUNDS 

Let P N be the orthoprojection on CN' where CN is the 
linear span of some linearly independent set {<pj}, j = 1 
to N; C N;=: H and I{ N = P Nl( P N0 Then it is well known3 

that BG approximation Af to an eigenvalue Aj of K, j 
:S N, is an eigenvalue of /( N' Also BG approximation, 
Y N, to the solution Y of the equation 

(1-AK)Y=g (1) 

is the solution of 

(2) 

Furthermore, if pf,p j are the eigenprojections of KN,K 
corresponding to the eigenvalues Af, Aj and K is compact, 
then3 Af ;-::Aj' Ilpf - p j II~o, II Y N - Y II~O, where 
II • II denotes the norm. The scalar product in H will be 
denoted by (. I .>. 

Theorem 1; Let K <ccB /(H) for some l2 1, and KN,pJ, 
Aj' AJ be as above. Then 

I Aj - Afl:s iCl'N[1- (1-4Yn/Cl'1)1/2] = I{V-=:O (3) 

for each j such that 

6J + II (l-/Jf)(K -}(N)(1- pJ) II L 

(4) 

where 

YN= Ilp7K (1-pJ)lli--O, 
N-~ 

Cl'N = dN - II (1 - p7)(K -K N )(1 - pJ) II L 

and d; is the smallest eigenvalue of A1AN with AN= jAt' 
- (1- pf)KN(l- pf)]. [Given j, condition (4) is always 
satisfied for large enough N(j).] 

Proof: For any j, the eigenvalue equation for K reads 
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(Aj -K)Pj=O 

implying that 

O=pf(A j -K)[pf+ (l-pf)]Pj 

= (Aj -pfKpf)pfpj -pfK(l-P'f'Jp j • 

Since pfKpf = Afpf, we have that 

(5) 

(Aj -Af)pfpj=pjK(l-pf)pj. (6) 

As Ilp7'-pj ll;:::0, forlargeenoughN, pfpj,*O, and 
hence it follows from (6) that 

I Aj - Af Is IlpfK (1 - Pf)1111 (1 - pf)pj II /llpfpj II 
s IlpfK(l - pf) II L II (1 - pf)pJ / II pfp, II. (7) 

Similarly, starting from (5), it is straightforward to de
rive that (1 - pf)p j is the unique solution of 

[Aj - (1 - pf)!{ (1 - 11)](1 - pf)Pj = (1 - pf)Kpfpj, 

which yields 

(1 - pf)p J = [Af - (1 - pf)I< N(l - pf)]-I[ 1 + T NJ-I 
x (l-pf)I<pfpj, 

where 

TN= [(Aj - An -(l-pf)(K -K N)(I-pf)] 

x [Af - (1 - pf)I{ N(1 - pf)J-I . 

(8) 

Existence of (1 + T Ntl is used to derive (8) which is en
sured by the fact that, owing to the compactness of K, 
II TN 11-;;-:., ° and N may be chosen so large that liT Nil < 1. 
Also, for large enough N, 

II (1 + T Nrl II s (1 - II TN II r l 

.,; {I - dAH I AJ - Af I 
+ II (l-pf)(K -KN)(l-pf) IIL]}-I 

From this and (8) it follows that 

II (1 - pf)p, II s II (Af - (1 - pf)KN(l-pf)tlll 
x Dn II (1 - pf)I<pf II L Ilpfpj II 

= a,/DN 11(I-pf)KPfIILllpfpjll· (9) 

Finally, from (7) and (9) we have that 

IAj-AflsYN/(G'N-IAj-Afl), (10) 

with G'N and YN being as defined in the theorem. The op
timum solution of the inequality (10) is given by (3). Con
dition (4) ensures that liT NI/< 1, pfpj '* 0, and is satisfied, for 
large enough N, for the reasons that 67;:::0 and 

11K -KN II L;=:O. QED 

It is obvious, from the proof, that the inequality of 
Theorem 1 is valid if 11,11 L is replaced by II· II or any 
other upper bound to II . II, and K is assumed only to be 
compact, but then the bounds may not be computableo 
Computability was the\ motivation that we majorized 
II • II by II . II L whenever II . II may not be computableo 
Also, the condition (4) could be replaced by slightly 
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milder restriction, for the above reason and also by re
placing of by I AJ - Af I. But, in contradistinction to the 
latter, the present condition is easy to check at each 
stage of computation. 

It is also worth pointing out that if J\ is symmetric and 
Aj is positive (negative) then Af is s (2:) Aj and hence the 
bounds are given by 

Af S AjsAf ±O~ . 
In the case of a nonsymmetric K this type of inequality 
is not possible, but using the present result one has that 

IAf-6fl:s IAjlS IAf+6fl· 
Also 6N could be taken to be the maximum error in the 

3 N 
real and the imaginary parts of A j • 

In the following theorem we consider the case of an 
inhomogeneous equation. 

Theorem 2: Let K E: B ,(H), l2: 1, and let Y, Y N be as 
in Eqs. (1) and (2). Then 

IIY -YNII 

s(I-IAI1JNrl [11(l-l-'N)gll+ IAIII(l-l-'N)KPNYNIIJ 

where 

1JN= 11(I-AKNrIPNK(I-PN)[[L 

+ II (l-PN )K II L;::'O, L 2: l, 

provided that N is large enough so that I A I1JN < 1. 

(11) 

(12) 

Proof: Letting Y' = Y - Y N, from (1) and (2), and the 
fact that YN=PNYN, it follows that 

(1- AK)Y' = (l- PN)g+ A(1 -PN)KPNY N, 

yielding 

Y' = (1- AKr1[(I-PN)g+ A(1-PN)KPNY N] 

= (1- AT Nrl[(l-l-'N)g+ A(l-PN)KPNY N], (13) 

where 

TN= (1- AKNt 1P NK(1-PN)+ (l-PN)K 

and we have used the relation (1- AKNr l = (1- AKNtlPN 

+ (l-PN )o II Y 'II is clearly majorized by EN of the theo
rem if I A 11JN < 1, which obviously is the case for large 
enough No QED 

On majoring II . II, by II . II L, the same remark applies 
as following Theorem 1. 

In the scattering problems one is usually interested in 
computing expressions like (g Iy) or (fly), and BG ap
proximation to (gly), <tly) is (gly N), <tI Y N)o4.6 It is 
clear that in either of the cases an error bound is com
putable in terms of EN0 If II AK II < 1, A real, and K is 
symmetric, then it is known that (g I Y N) :S (g \ Y) 0 

4 It fol
lows in that case that (g IYN)s (gIY):s (glY N)+ Ilg II EN· 

Although for a symmetric K encountered in potential 
scattering, the Hellmann-Feynman theorem enables one 
to prove that (g I Y N):S (g I Y) for sufficiently large N even 
when II AK II > 1,11 for an arbitrary K the result may not 
be true. It is clear that the present result allows one to 
compute bounds on 1<11 y) I, for any f, involving an ar-
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bitrary K E B I(H). When < • I Y N) itself is not a bound to 
< '1 y), then the following closer approximation to y may 
be used to improve the bound of Theorem 2. 

Let Y N be the solution of 

(l-V(Nj"YN=g; 

YN is clearly given by YN= YN+ (l-PN)go 

Corollary 1: Let Y N be as in (14). Then 

IIY -YNII 
S IAI(l-IAI1JNtl[ll(l-AKNtIPNK(l-PN)gll 

+ II(l-PN)K(l-PN)gII+ II(l-PN)KPNYNII] 

(14) 

for N so large that I A I1JN < 1 and 1JN is as defined in The
orem 2. 

Proof: Since Y - YN = Y - YN - (l-PN)g, from (13) it 
follows that 

Y - Y N = A(l - ATNtl[(l - V\NtIK(l-PN)g 

+ (l-PN)KPNY N] 

and the result fOllows by the usual estimates. QED 

If the set {q) j}' j = 1 to N, is taken to be ~(m-11), j = 1 
to J, m = 1 to M, N = JM, then BG reduces to the method 
ofmatrixmomentsY (WithJ=l, itistheordinary meth
od of moments7

). The rate of convergence with this type 
of basis sets is usually faster but at the expense of some 
extra labor in iterating the kernel more number of 
times. At a finite order, however, a reasonable com
promise may be made between the labor and accuracy by 
a careful choice of J and 11,1 with a specific problem at 
hand. Also from computational viewpoint it is some
times more convenient, with either of the choices of the 
basis sets, that N be kept fixed and the set {¢J be varied 
to minimize the error. 13 

The problem of the two-body scattering involving a po
tential from the class f< :-1 L I, where R is the RuDnick class 
and L 1 is the class of absolutely integrable functions, 
creates no additional problem and Theorem 2 and Cor
ollary 1 may be directly used to compute the error 
bounds on the BG approximation to the scattering ampli
tude and any other scattering parameter. Since BG in 
this case is equivalent to the Schwinger variational meth
od,106 this statement is applicable to the variational 
method as well. Although the two-body bound state prob
lem can be reduced to studying a K E Bz(H) for a much 
larger class than R II V, 9 in order to obtain the binding 
energy from the information on K, one must overcome 
some additional analytic and computational problems. In 
the following we show that the result of Theorem 1 may 
be used to obtain upper and lower bounds on the binding 
energy. 

Consider the Schrodinger equation 

(15) 

with symbols having the usual meaning and V?: O. Let 
K(E) = lV (Ho - EtllV be the operator valued function of 
E on 1 where 1 c (_00, 0) is an interval that contains all the 
eigenvalues in question in its interior. For a large class 
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of potentials, including the asymptotically Coulombic 
ones, K(E), dK(E)ldE E B2 (H) are positive operator val
ued continuous functions of E on 1.14 By elK (E) IdE 

E B I(H) we mean that lim._o(l!E) 11K (E H) -K (E) III <"". 
As a consequence, the eigenvalues Aj(E), j = 1 to 00, of 
K(E) are positive continuously differentiable and mono
tonically increasing functions of E E f, and E j for j = 1 to 
/l is given by5 

(16) 

n S 00, is the number of eigenvalues of Ho - V in f and I 
may be taken to be finite. For each Aj(E) such that Aj(E) 
2: 1 for some E E f, (16) has a unique solution. Also it is 
easy to prove that the eigenvalues A~ (E), j = 1 to N, have 
these properties. One has to observe only that P N are 
independent of E and proceed as in the case of Aj(E). 
This is sufficient to show that if E j < 0 then for sufficient-
1y large N(j), the equation 

1-Af(E~)=0 (17) 

has a unique solution E~ ?: E j and Ef;::: E j for fixed j = 1 
to n. 5 If n is finite, then N can be chosen to be indepen
dent of j. In the following we show thatthe result of The-
0rem 1 may be used to compute a converging lower 
bound on E i" For the sake of brevity of the exposition, 
we restrict ourselves to the present case. Some exten
sions are possible which are easy to notice. Also we 
omit some trivial details. Further, in case Aj(-O), 
dAi(E)1 de I E- -0 is infinite, e. g., the case of long range po
tentials,5 f will be chosen so that f C (_00, -E), E >0. In 
that case {E j} Cf is always finite, and SUPEd I Aj(E) I, 
(d/dE)Aj(E) I ;=1 < 00. 

Theorem 3: Let all the symbols be as in the preceding 
paragraph, and o~ (E) = of of Theorem 1 withK (E) replace
ing K. Then given j = 1 to 11, for sufficiently large ]I., the 
equation 

1 - A7 (E~) -- of (Ef) = 0 

has a unique solution E~ S E j and E~;-:.,E j' 
We divide the proof into several steps. 

5 tet) 1: 

(;~ YN(E)~ 0 uniformly for EI. 

(18) 

Proof; ~N (E) = Ilp~ (E)K(E)(l - J)7'(E) Ii L,v.:; 0 uniform
ly for Eccef, for {).N(E) is continuous and I is finite_ Con
tinuity of j!fU'-) follows from the uniform continuity of 
K N(E). Thus the result will follow if d{).N (E)ldE is 
bounded uniformly with respect to N and E. Now 

d~N(E) 

dE I = lim ~ I Ilpf (E +E)K (E + E)(l - p1 (E +E» II L 
.-0 E 

-llp7 (E)K(E)(l - p~ (E» II L I 

S lim~ Ilpf(E + E)/dE + El[ 1 -/)f (E + Ell .-0 E 

-pf(E)K(E)[l-pf(E)] IlL 
= II d/J7(E)f{(E)[1_ p N(E)] 

dE J 

+pf(E) d~iE)[l-J)f(E)]-/)~(E)I\(l:-') dPJi:) IlL' 
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All the factors involved are uniformly bounded with re
spect to N. Uniform boundedness on I follows from the 
finiteness of I and continuity of dIlN(E)/dE, which is 
straightforward to check. 

Step 2: dOi.N(E)/dE is bounded uniformly with respect 
to Nand E E.I. 

Proof: Since (d/ dE) 1 xf (E) - xf (E) 1 is uniformly bound
ed for E E. I, the result will follow if 

(d!dE)I1i1-pf(E)1lK(E) -KN(E)][l- p7(E)) IlL 
is uniformly bounded. For this we need to proceed 
exactly as in Step 1. 

Step 3: Result of the theorem. 

?roof: By differentiating of (E) and using the results 
of Steps 1 and 2, one readily obtains that 

;~ of (E)~ 0 uniformly for E E. I. 

Consequently, (d/ dE)[ A f (E) + of (E)] > 0 for sufficiently 
large tI independent of E, for (d/dE)Af (E) - (d/dE)Aj(E) 
>0 and the other factor goes to zero. 

This is sufficient to prove the existence of a unique 
solution E~ of Eq. (18) such that "£7 ~ E J' using the ad
ditional fact that xf (E) + of (E) 2: Xj(E). The convergence 
to E j is proven exactly as in the case of E~, 5 observ-
ing that Af(E)+ ot(E)~Aj(E), E E.I. QED 

The result of Theorem 3 can be extended to include po
tentials that have nonzero positive and negative parts 
but are capable of supporting some bound states. The 
only thing to observe is that only such a ;\(E) is of con
sequence which is positive and 2:1, and such a X/E) has 
aU the properties required.9 An alternative way to han
dle this case is to include the negative part of V in the 
definition of H o" o 

3. NUMERICAL EXAMPLES 

The error bounds of Sec. 2 converge to zero in the li
mit of large N. Also some features of the formulas give 
some estimate of the labor involved and of their accura
cy at a finite order. In order to compute of and EN' EN 
one must iterate K one more time than is necessary to 
compute Aj and Y N • However, this is not surprising if, 
for example, we compare the present method with the 
method of moments. In the latter, with some additional 
restrictions on K, one needs at least the first two mo
ments to obtain a lower bound and at least three to ob
tain an upper bound. In order to improve the accuracy 

TABLE l. Relative error bounds: Il]'= (Aj-AJ)!Aj, 1l1= (AJ 
+ oJ -Aj)!A j for the eigenvalues Aj of K of Eq. (19). 

~i ilL 
I IlU 

1 
{!.L 

2 Ilf {!.t Ilu 
3 

2 2 X 10-2 8 X 10-3 3 X 10-1 x x x 
3 3 X 10-4 8 X 10-5 7 X 10-2 x 4 X 10-1 x 
4 1 >,10-5 3 X 10-6 5 X 10-3 8 X 10-3 1 X 10-1 x 
5 5 X 10-8 1 X 10-8 5 X 10-4 6 X 10-4 2 X 10-2 x 
6 9 X 10-10 2 X 10-10 2 X 10-5 2 X 10-5 4 X 10-3 X 

7 2 X 10-12 7 X 10-13 8 X 10-7 7 X 10-7 3 X 10-4 1 X 10-3 

8 9 x 10-14 2 x 10-13 1 X 10-8 1 X 10-8 3 X 10-5 8 X 10-5 

at a finite order, we have majorized the expressions by 
the smallest computable upper bound available. Owing 
to these careful estimates, for example, if p~ = P j for 
some N (Theorem 1), then 6~ = O. Nevertheless, a con
crete numerical example would give a more accurate 
estimate of the amount of labor involved and the accura
cy of the bounds. 

In the following we test the present method for the case 
of some Hilbert-Schmidt operators (1 = 2), since this is 
the type of operators one faces in the two-body scatter
ing and bound state problems. ExpliCit expressions in 
terms of the moments of K for this case are given in 
the Appendix. 

The first example we consider15 is of K defined by 

(KlI)(X) = J~k(X' ~)u(~)d~, (19) 

where 

k(X, ~) = {:(2 -xH, ~ 5 x, 
2(2 - ~lx, X < ~ . 

In this case H=:L 2 [0, 1], 1( ~B2(H), 111\ 112=v' 11/180. The 
eigenvalue problem is exactly solvable, yielding 

XjlI2+tan,\j,12=0, .i~1,2, .... (20) 

For the basiS set we chose 

(21) 

The relative error bounds to the first three eigenvalues 
A1 =.242962685095 ... , \2=.04142261498403 ... , X3 

= .0157086716133 ... are shown in Table I for various 
values of N. It is remarkable that the upper bounds are 
as accurate as the lower boundS, and are obtained with 
little extra labor. 

TABLE II. Error bounds EN and IIY - YNII for the solution of Eq. (1) with K and Y of Eqs. (19) 
and (22). 

A 1.0 5.0 -1.0 -5.0 
N IIY-YNII EN IIY-YNII EN II,Y-YNII EN IIY-Y,vI1 EN 

2 2.5 X 10-2 2.8 X 10-2 1.4 X 10-1 1.5 X 10-2 2_5 X 10-2 7.5 X 10-3 5.3 X 10-2 

3 3.9 X 10-3 4.1 X 10-3 1,0 X 10-2 3.2 X 10-2 2.6 X 10-3 3.7 X 10-3 1.7 X 10-3 5.4 X 10-3 

4 1.4 X 10-4 1.4 x 10-4 2.8 x 10-3 3.8 X 10-3 7.7 X 10-5 7.9 X 10-5 1.9 X 10-4 2.2 X 10-4 

5 1.3 X 10-5 1.3 X 10-5 1.6 X 10-4 1.9 X 10-4 8.4 X 10-6 8.5 X 10-6 2.6 X 10-5 2.8 X 10-5 
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T ABLE III. Relative error bounds: A J= (A j - A r)/A j' A'J = (A r 
+ or -Aj)/Aj for the eigenvalues Aj of K(O.I) of Eq. (23). 

~i Af Ar AL 
2 

AU 
2 

2 2 X 10-2 9 X 10-3 6 X 10-' x 
3 3 X 10-3 1 X 10-3 3 X 10-' x 
4 3 X 10-4 1 X 10-4 1 X 10-' x 
5 2 X 10-4 7 X 10-5 3 X 10-2 

X 

6 2 X 10-4 6 X 10-5 9 X 10-3 3 X 10-2 

7 1 X 10-4 4 X 10-5 4 X 10-3 1 X 10-2 

8 7 X 10-5 2 X 10-5 3 X 10-3 8 X 10-3 

For the case of an inhomogeneous equation, involving 
this K, we take g(X) = X3/6 - X/3 in Eq. (1). Exact solu
tion for this case is 

y= -aX - 2 sin(/Ix)/(sinA+/I cos/I)] 0 (22) 

f. N (Theorem 2) with the basis set given by (21) for 
several N values is compared in Table II with II y - Y Nil 
for A = 1.0, 5.0, -1.0, -5.0. Our bounds do not differ much 
from the best possible bounds, viz., II y - YN II. 

The other case we consider is of K (p) defined by 

(K(p)u)( p) = J: k(p; P, Ou(~)d~, (23) 

where 

{

(1/2P)e-<p+0I2-Pp(ept _ e-M) ~:s p, 
k(Pi p, 0= ' 

(1/2p)e-<P+O/2-M(e PP _e-PP ), ~>p. 
(24) 

The underlying H = U[ 0, (0), K(p) E B 2(H) with 11K (p) 112 
=[2(1+p)(1+ 2p)2]-li2. This case arises in the S-wave 
bound state problem involving an exponential potential, 
with a proper choice of units and the binding energy E j 
= _P~. The exact eigenvalues Aj(P) are given by'6 

J 2p (2Ajl/2(p» = 0, j = 1, 2, •.. , (25) 

where J.(') is the Bessel function. The basis set was 
chosen to be 

A-. () j -P 12 . 1 2 'i'jP=pe ,J=" .... (26) 

The relative error bounds to the first two eigenvalues 
A, (P)=0.545833, A2(p)=0.117637 for p=0.1 are given in 
Table III. The same conclusions are reached as in the 
previous example. 

In the tables x stands for the case when the quantity 
in question could not be computed because N was not 
large enough to satisfy the condition of the correspond
ing theorem. 
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APPENDIX 

Let (J.i.n)jj=(</>jIKn</>j), i,j=l,o .. ,N, n=0,1,oo., and 
let J.i.n be the matrix with elements (J.i.n)jj, and 

J3 j =(</>jlg), j=1,2,o •. ,N. 

Then Af, j = 1 to N, are given by 

(J.i. 1 - A~ J.i.o)uJ = ° , 
where uJ is a column vector with N componentso Let U 
be the matrix with columns uf, j = 1 to N, and let Vbe the 
matrix with elements Vij' where 

Vij=UjAutfJoU]j}/2, i,j=1, ..• ,N. 

Then the expressions needed to compute of (Theorem 1, 
l = L = 2) are given by 

fN'" (V t J..i. 2V)jj - (AJ)2 

and 

Ci N = min I A f -;>..f I 
jOi=I.N 

- [11K II; - ~ (~)2+ 2(;>..1)2 - 2(VtJ..i.2V)jjr/2 

For the inhomogeneous problem, let M be defined by 

M = fJo - AfJI • 

Then the expressions needed to compute f. N (Theorem 2, 
l = L = 2) are given by 

11(1- PN)g II = [ Ilg 112 - pt fJ~lpp/2 , 

II (1- PN)KPNY Nil = [j3 tM-1(J.l2 - J.lIJ.l~l J.l I )ivZ-1J3]1I2, 

II (1 - PN)K 112 = [ 11K II~ - Tr(J.l2J.l~1)]1/2, 

II (1- AKNt 1PNK(1-PN) 112 = [TrM-'(J.l2 - J.li)M-l]' I 2 
• 
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The properties of mixing and complete mixing are studied for the baker's transformation and some 
generalizations with the usual measure dfL{X) = dx. When each linear portion maps on the whole 
segment, mixing is true. When some linear portions do not map on the whole segment, mixing can hold or 
not, depending on the transformation even with a more general measure. 

1. THE BAKER'S TRANSFORMATION 

One of the most studied broken linear transformations 
is the baker's transformation. To make bread, the 
baker first prepares a paste of flour, water, salt, etc. 
To make sure that the paste is homogeneous, he re
peats certain movements which may be schematized for 
a one-dimensional paste as folding it over and then 
stretching it to its original length: 

T- x 1 ~X~2' {2 'f 0 < < 1 

.\ = 2(1 - x) if ~,,; x ,,; 1. 
(1. 1) 

A function P(x) defined for 0,,; x,,; 1 (for example, the 
distribution of salt in the paste) is changed by this 
transformation to 

TP(x) =i(P(x/2) +P(1-x/2)J. 

Transformations T and T are related through 

r1 P(x)Q(Tx) dx = rl ['IP(x) ]Q(x) dx )0 )0 

for arbitrary functions P(x) and Q(x). 

Several well-known properties of T or T may be 
noted. 

(1.2) 

(1.3) 

1. 1. The fixed points of Tare 0 and ;, i. e., Tx =x 
for x = 0 and x = ~. One may also say that 0 and .~. form 
1-periods of T. 

1. 2. Successive transforms of any rational point x 
=p/q, where q=2" .q', Q an integer and q' an odd in
teger, ultimately form an r-period with r"; Hq - 1). In 
fact, if x = P /q, then Tx = Pl/ ql, where Pl ,,; ql and ql = q 
or ql = q /2 according as q is odd or even. Thus, if q 
= 2" . q', then T"x =P '/q', p' ,,; q I. Further applications 
of T change 1)' to even integers less than q'. As these 
later are finite in number, the T"x for n' QI form an 
r-period with r"; (q' -1)/2. In the baker's language, if 
initially the salt is concentrated at a rational point then 
even after an infinite number of repetitions of T the salt 
will be found on at most a finite number of points. 1 

1.3. The transformation T has the property of com
plete mixing; i. e., if the function P(x) has a support 
of nonzero measure-for example, if P(x) oF 0 over an 
interval however small of (0, l)-then 

lim T" P(x) = const = (1 p(x) dx. (1.4) .10 
".~ 

In the baker's language, if initially the salt covers a 
nonzero length, whatever its concentration, then re-
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petitions of T ultimately spreads it out over the entire 
length (0, 1) uniformly. 

To see this, write P(x) as a Fourier series 

P(x) = ~ c m exp(21Titnx), 
m=_oo 

em = ,ro1 
P(x) exp(- 21Timx) 

(1. 5) 

and note that 

1LG [exp(21Timx)] = 1r COS(1TnlX) 

= {COS (1T

O

nlX/2l if m is even, 
(1. 6) 

if 111 is odd. 

Thus, if 111 = 2" .)tI', QI, 111' integers and 111 I odd, then 
T"'+2 exp(21Timx) = 0, i. e. , 

lim'I"P(x)=I: c m lim1L"exp(21Timx) 
n-OO m= .. OO n- CO 

=C o= C P(x) dx. 
, 0 

Using Eq. (1. 3), the complete mixing property (1. 4) 
may be rewritten as 

lim Jo1 
P(x)Q(T"x) dx = 101 

P(x) dx fol Q(x) dx (1.7) 

for every pair of functions P and Q. 

1. 4. One may sometimes be satisfied with a lesser 
property. A transformation T is said to have the prop
erty of mixing (and not of complete mixing!) if 

lim (1 XmT"X dx = (1 Xm dx eX dx = 1/2(m + 1) (1.8) .I \I )0, 0 
".~ 

for every positive integer m. Because of Carlson's 
theorem,2 (1.8) is still true for every real positive m. 
Complete mixing and mixing are similar properties ex
cept for a certain class of functions, not regular enough 
to be expanded, in some way, as infinite sum of powers 
of x [for example, P(x) = sinO/x) ... 1. 

For the baker's transformation T it is easy to verify 
that 

==!, n?l, 

and, in general, 
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f1xmT"XdX 
o i 2-" 2"-1_1 

= 2"x '£ [{2-"+1j + X)m + {2-"+1j _ X)m] dx 
o i=O 

2-" (m+1J+1 2"-1_1 
=( 1){ 2).0 [(2j)m+2_(2j+l)m+2] 

m + m + i=O 

2" 
+ (m + l)(m + 2) 

2-"(m+1 )+1 ( 2"-1_1 2"-1 ) 
( )( ) 2m

+
3 ~ r+ 2 

_ ~ r+ 2 

In + 1 m + 2 i=1 i=1 

2" 
+ (m + 1)(111 + 2) • 

On using the formula 

~ .p __ 1_~, (P + 1) B p+1-i 
L.J J - 1 L. ' in , 
i=1 P + i=1 J 

(1. 10) 

(1. 11) 

where Bi are Bernoulli numbers, we get after some 
arithmetic 

(1XmT"Xdx=_I_t(HI:1) , 2Bi~2 2-"i{2i+2_1) Jo m+l i=o J (j+l)(j+2) 

(1. 12) 

(1. 13) 

Of course, the complete mixing property implies the 
mixing property and therefore this verification is super
fluous for T. 

1. 5. One may think of nonlinear transformations 
which are equivalent to baker's T. F or example, let 

H1x = sin2{11x/2), Hi1x = (2/11) sin-11X; 

then 

F1x =H1 THil'( = 4x{1 - x) 

is the quadratic transformation of Ulam and von 
Neuman. 3 Similarly 

H2x = sin{11x/2), H3x=tan{11x/4), 

H4x =tan2{11x/4) 

give us 

and 

FiX = Hi THi -lX, 

F zX = 2x{l- X 2)1 /2, 

F _{2X/{1_X2), 
3X -

{1- x2)/2x, 

o <x < 1, 

0<x<,;2-1, 

,;2-1 <X < 1, 

F
4
x ={4X /{1 - X)2, 0,; x < 3 - /8, 

{1-x)2/4x, 3-/8<x< 1. 

These F j all have the property of complete mixing just 
as T. 

2. GENERALIZATIONS 

2.1. A trivial generalization will be to fold the paste 
over exactly 1 times and then stretch it to its original 
length, where 1 is a positive integer; 
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T,x= 
J=O, 1, ... , [{l-I)/2], (2.1) l

_2j +lX, ~j/l<X<{2j+l)/l, 

2j -lx, (2j - 1)/l < x < 2j/Z, 

j = 1, 2, ... , [l/2], 

and [x] denotes the largest integer less than or equal to 
x. The transformation T considered above in paragraph 
1. 1 is T 2 • A function P{x) is changed by T, to 

1 [(X) (2-X) (2+X) (4-X) ] 'E,P{x)=7 P T +P '-7- +p -z- +P -Z- + ... 

1 [[0_1 )/2] (2j + X) [11,2) (2j - X)] 
=- '£ P -~ + D P-- . 

1 i=O Z j=1 1 
(2 .. 2) 

It is easy to verify the complete mixing property when 
1 is even. In fact from Eq. (2.2) 

( . ) {cos (2111l1X/Z) , if 2m/l is integer, 
'1:, exp 211tnlX = 

0, otherWise, (2.3) 

and 

(
211mX) {cOS(211mx/Z 2

) , 'I, cos -- = 
if 2m/Z2 is integer, 

1 0 , otherwise. (2.4) 

Thus, as in paragraph 1. 3, expanding p{x) in a Fourier 
series, we see that, in the limit n - 00, 

lim '1~ p{x) = C p{x) dx. 
, 0 "_00 

(2.5) 

When Z is odd, this procedure is not easy, and only the 
property of mixing is verified below. 

We will follow paragraph 1. 4 and calculate 

i\mT7xdx 

f '-" [[(1"_1)/2) [l"/2] J 
= Z"x ~ {2.W" + X)m + '£ (2jZ-" _ X)m dx 

o i=O i=1 

l-"(m+1) LO "_1)/2]( 1 ) 
=-- '£ (2j + l)m+l _ -- [{2j + 1)m+2 _ (2j)m+2] 

111 + 1 i=O 111 + 2 

_ ['[52) ((2j _l)m+1 _ _ 1_ l(2j) m+2_ (2j _l)m+2J)]. 
i=1 111 + 2 

(2.6) 

From here onwards it is better to separate the calcula
tion for l even and Z odd. USing Eq. (1. 11), we get after 
some arithmetic 

i1 xmT"xdx 

=_1_ £ (m + 1) 2Bi+2 (2J+2 _l)l-nJ 
m+1 i=O j &+1)&+2) 

(2.7) 

when 1 is even and 

i1 xmT"xdx 

2[2"[ (1 + Z-") m+3 _ 11 2[" (1 + 1-") m+2 
(m + l)(m + 2)(m + 3) - (m + 1)(111 + 2) 

+ 1 [4(1+1-")m+1+5] 
6(m + 1) 

+ 2Z-".0 '+3 -- [2i +3{1 + r")m-i _ 1] m-1 (rn B l-"i 
i=O j & + l)(j + 2){j + 3) 

(2.8) 
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when l is odd. Thus whether I is even or odd, we get 

(2.9) 

and T, has the property of mixing. 

2.2. Another possible generalization of the baker's 
transformation is to fold and stretch unsymmetrically, 

{

x/a 
T",x= 

(1- x)/(1- 01), 

° < X <,01, (2.10) 
a<x<1, 

The corresponding ']f", is 

T", P(x) = aF( o,x) + (1 - a)P[ 1 - (1- a)x J. (2.11) 

Already in this case it is not easy to confirm the com
plete mixing property. However, the mixing property 
can be verified as follows. Let 

1(111,11) = C xmT~x rlx, I}} positive integer. , 0 
(2.12) 

Then for 111 ?> 1, n?' 2, we have 

( ) {", ,m __ l(-')rl- {1.m n_l(1- X)rl' 
1111,11 = 10 .\ 1", Q, ,\ + j", x T Q 1 _ (}I .\. 

A change of variables under the integral signs then gives 
the recurrence relation 

I(m, il) == [am
+1 _ (a-_1)m+l]/(m, n-1) 

_ ~1(}~7)(a _ 1)j+l/(j, 1/ _ 1), 
joO } 

(2.13) 

111? 1, Il ~> 2. The initial values can be easily calculated 
separately as 

1(0, n) =t. 11? 1, 

1 1- a m+1 

I(m, 1) = ( 1) ( 2) 1 ,JJJ ?> 0. 111+ m+ -a 

(2.14) 

(2.15) 

Equations (2.13), (2.15) determine I(m, n) uniquely. As 
[(m, nl = 1/2(m + 1) is a solution of Eqs. (Z.13) and 
(2.14), but not of (2.15), let us put 

I(m, 11) = 1/2(m + 1) + F(m, n). (2.16) 

Then F(m, n) satisfies the recurrence relation (2.13) 
with I replaced by F, the initial conditions now being 

1 
F(O, n) = 0, F(lIl, 1) = (11

1 
+ 1)(117 + 2) 

1- am+1 1 
x ---- - -:-;--=----:-; 

1 - a 2(m + 1)" (2.17) 

One can, in prinCiple, determine all the F(m, n) step by 
step, increasing 1/1 each time by one. For example, 

F(1, 11) ==~[0!2_ (01- 1)21", 

1 [a-2 _ (0'_1)2\"_ [a3 _ (a_1)3]" 
F(2, n) == 6 [a2_ (a_1)2_ a3 + (a_l)3] 

(2.18) 

In fact, for the mixing property we need only the result 

lim F(111, n) = 0, (2.20) 

which can be seen by a recurrence on In, provided that 
0<01<1. 
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2.3. There is no essential change in stretching and 
folding unsymmetrically at several points; for 0 = ao 
< a1 < ... < a, = 1, let 

Tx'" T(ao, ai' ••. ,a,)x 

= a2i+l - a2i' 

1 
x - a 2i 

(l2i ~ X ~ a2i+1> i = 0,1, ... , [(1- 1)/2], 

(l2i - X 

a2i - a2i _1 ' 

The corresponding l' is 

'1!(au, ... , li/iP(x) 

[(l-1)12] 

L (a2;+1 - 0U)P[a2i + «(12i+l - a2i lx 1 
ioO 

LZ 12) 

+ 6 (11 2i - a2i _1)P[02i - (a2i - (12i_l)X]. 
1=1 

(2.21) 

(2.22) 

As in paragraph 2.2 above, one may verify the mixing 
property of this T. Let 

1(111,11) = (,1 x"T"x dx. 
, 0 

Then just as in paragraph 2.2, we have for m> 1, 
n? 2, 

r[(l-l) 12) [l/2) ] 

I(m, n) = L Po (a2i +1 - a2/),,+1 - E (a2i - a21 _1),,+1 

X I(m, 11 - 1) + 6, ~ (a21 +1 - a2i»)+1 
m_l(m)[[(I_l)/2) , 

joO J ;00 

[112] ] - E (a2i - (121_1)j+l 11;;"j l(j, 11- 1). 

with the initial conditions (2. 14) and easily calculated 
l(m,I). Putting, as before, 

I(rn, nl 1 
2(m + 1) + F(m, n) 

and observing that for any j' 0, 

\ 
[ (1_1 ) 12] , I I' Ui?) . I 

I ~u «(l2i.1 - ((2i)) I and ~ «(121 - (J2i_I)) i 

are both less than unity, a recurrence on m will show 
that 

limF(m, il) =0, HI-- 0. 

As in (1. 5), we may find nonlinear transformations 
which are equivalent to a transformation (2.21) or more 
generally to a broken linear transformation on [a-, p 1 
and such that both minimum 0' and maximum i3 are 
reached on each linear fragment. 

For example, let Tk(x) and Uk(x) be the Tchebycheff 
polynomials4 of order k, Vk(x) being the related function 
Vk(x) = (1 - X2)112 Uk(x); then, for 

H(x) = cos(71x/2), Wi (x) = (2/71) COS-lX, 

H-I TkH(x) and H-1 VkH(x) both are piecewise linear. 
Furthermore, in this peculiar case complete mixing 
can be proved, at least for even k. 

2.4. Next one may consider a broken linear trans-
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formation in which some of the linear parts do not map 
over the whole segment (0,1). For example, for 0 < 0, {3 
< 1, let 

{
(1- (3)x/o + (3, 0 ~ x ~ 0, 

Tx= 
(l-x)/(I-o), o~x~1. 

(2.23) 

This transformation T does not have the mixing prop
erty, as can be seen as follows. We have the recurrence 
relation: 

l(m, n) = i1 xmT"x dx 

= (1 ~ {3 r+1 

J:1 (x - (3)mT"-l x dx 

+ (1- 0) [1 [1- (1- o)x]mT"-lx dx. 

A ..... '·orable case will be to take a = (3. Then 

+ (1- a) g [1- (1- a)x]mT"-lx dx 

= t (m) (_)i [am+11(j, n _ 2) + (1 _ a»)+11(j, n _ 1)]. 
i=O J 

These difference equations, along with the initial 
conditions 

and 

l(m, 2) = u/(m + 1) + [(m + 1)(111 + 2) ]-1 

give 

1 1- a3 

lim1(m,n)=2( 1)~' O;Oa;01. 
"-00 m + - a 

As (1- a3)/(1_ a2
) is not equal to 1, the mixing prop

erty is absent. 

The conclusion seems to be that a broken linear 
transformation has the property of mixing if and only if 
every linear portion of it maps on the whole segment 
(0, 1). 

Actually, the definitions (1. 7) and (1. 8) can be en
larged to less trivial measures (J.(x). First of all, we 
must set (T"(x» is invariant; then we shall say that 
there is mixing whenever 

lim Jot xmT"x d(J.(x) 
"- '" 

= J/ xm dj.l(x) lot T"(x) dj.l (x) 

and there is complete mixing if 

lim 101 
P(x)Q[T"x J d(J. (x) 

"-'" 
= "fat P(x) d(J.(x) 101 

Q(X) d (J.(X) 
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for every pair of arbitrary functions P and Q. 

In this new sense, mixing can be proved for tile case 
u={3 above when setting 

{

dX/(1 + a), if 0 < x < a, 
d(J.(x) = 

dx/(1_a2), if a<x<1. 
(2.24) 

It is presumably a limiting case betwaen mixing and 
nonmixing, but we were not able to prove it. Experi
ments on computer5 for a = {3 = ~ show that the total 
length of the segments of (0, 1) for which T"(x)? ~ [resp. 
T"(x) < ~] goes to a limit which is t [resp. t J in agree
ment with (2.24). One may recover this result by a re
currence. 5 This is perhaps the way of testing whether 
or not there exists a measure constant by steps for 
which mixing holds in the more general case (2.23). 

For the "mirror" transformation 

T1x= {

X / u if x < Q, 

1 + 0(1- (3)/(1- a) - [(1- (3)/(1- a)]x if x> a, 

it is impossible to find a measure continuous by steps. 
This can be seen directly on the graph of T"(x). For 
x> 0:", T"+l(X)? (3, and when n becomes very large, the 
origin becomes a singular point, the graph of T"+l(X) 
for x> 0 being concentrated in a band (3 ~ T"+l(X) ~ 1. The 
only "measure" for which mixing is verified is d(J.(x) 
= Ii(x - xo) dX, where Ii is the Dirac 6 distribution and Xo 
is the invariant point T(x 0) = x 0 = (1- a(3) / (2 - a - (3). 

The same thing occurs for the quadratic 
transformation 

TzX=4kx(1-x), k~l, 

and there is surely no mixing. The problem remains in 
both cases of the repartition in the plane of the ex
tremities of the broken lines. This has not been done 
yet. 
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Bounds for ladder graph scattering amplitudes on the 
boundary of their cut* 
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The physical s channel of a ladder graph amplitude contains the cut of this analytic function. Exact 
bounds for t he modulus of the sum of the ladder graph amplitudes of the scalar g </>] theory are obtained in 
this channel. The derivation of these bounds is based on an analytic continuation of the Fourier transforms 
of the ladder graph amplitudes. The results are compatible with a smooth asymptotic Regge behavior. up 
to a logarithmic factor. 

1, INTRODUCTION, OUTLINE OF THE METHOD AND 
STATEMENT OF THE RESULTS 

At fixed momentum transfer and as a function of en
ergy, a scattering amplitude coincides with the value 
taken by an analytic function on one of its cuts. This is 
true for each term of the perturbation series. As the 
evaluation of an analytic function on the boundary of its 
analyticity domain may be quite intricate, it is in gen
eral not easy to compute explicitly the contribution of 
a given Feynman diagram to the physical values of a 
scattering amplitude. For instance, the Regge behavior 
of the sum T(s, t) of the ladder graphs shown in Fig. 1 
can be obtained for s - CG along a ray of the complex s 
plane (args= const *0) ,1 To our knowledge, the asymp
totic behavior of T(s, t) as s - ex) along the positive real 
axis has not been properly established. 

In a previous work2 the above-mentioned difficulty 
was circumvented by using the fact that the ladders of 
Fig. 1 have only a right-hand cut in the s plane. As the 
negative real s axis is inside the analyticity domain of 
T(s, t), it was not too hard to derive upper and lower 
bounds of this amplitude in its phYSical u channel, where 
s < 0. In fact, the methods developed in Ref. 2 allow the 
derivation of upper bounds for I T(s, t) I not only on the 
negative real axis, but also on any ray of the complex 
s plane. Nontrivial extensions are needed on the right
hand cut s > 4112. This article is a sequel to Ref 0 2 and 
is devoted to this more difficult problem of getting in
formations on the behavior of T(s, t) in its physical s 
channel. We show how upper bounds of the modulus 
! T(s, t) I can be obtained there. 

Whereas our bounds are valid at all energies, we 
shall be mainly interested in their implications on the 
high-energy behavior of T(s, t). The question of this 
asymptotic behavior is complicated by the fact that the 
individual ladder TJ<;, t) (Fig. 1) has its cut starting at 
s = (II 11)2 and has to be considered as a function of sn 
=-: S - (11 11)2. For any s larger than 4112 there are positive 
and negative Sn's. If s becomes large, there are always 
some s 's which are small compared to s. Therefore, 
the asy~ptotic behavior of the sum T(s,t)='illT"(s,tl is 
not the result of a same asymptotic regime setting in for 
all the T 's. For this reason, it is not immediately 
clear that the mass 11 of the exchanged particle can be 
neglected. One may even wonder whether the power 
behavior T(s, t);::; s'" obtained in the u channel will survive 
in the s channel. As a matter of fact, our results sup
port the conjecture that the distribution of the branch 
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points s = (nl1)2 over the positive real axis does not 
affect the leading part of the asymptotic behavior of 
T(s, t). The reason for this is that the main contribution 
to T(s,t) comes from the Tn'S with n;::;logso The C,·i<.; of 
these T"'s are much below s and cannot prevent a 
smooth asymptotic behavior. 

As in ReL 2, our main tool will be the Fourier trans
form of the ladder graph T n(s, t). The expression of this 
Fourier transform has its Simplest form in the case of 
forward scattering t = 0. We restrict ourselves to this 
case and set T(s)=T(s,O). After a redefinition of the 
functionfn(z) used in Ref. 2, we write formula (2.3) of 
this reference as follows: 

T (s) = i16772A n i'~ dz 1. (z) exp(izs ), (1.1) 
n .0" n 

where sn=s - (1111)2 and A = (,<;/477)2. If s" < 0, T"(s) is 
real and the techniques of Ref. 2 lead to upper and lower 
bounds of this quantity. Therefore, the really new prob
lem in the derivation of a bound for 

T(s) =:0 T"(s), 
11=2 

(1.2) 

when s > 4112 comes from those terms which have s" > 0 0 

We give a short outline of the method we shall apply in 
the treatment of these terms. 

Suppose the Fourier transform fn(z) has an analytic 
continuation into a sector ° ~argz s e of the upper half
plane which is suitably bounded. Then, if s">O, the 
path of integration in (1.1) can be shifted onto the ray 
argz = e and we obtain an upper bound for I T "(s) I from 

ifs">O. 

All the present work is bas ed on the fact that we 
succeeded in continuing f"(z) into a sector of the upper 

-=rp: FIG. 1. The ladder graph 
T"(s, t). For simplicity, all par
ticles are assumed to have the 
same mass m ~ 1. The variables 
sand t are defined, as usual, by 
s=(pt+P2)2, t=(Pt+P3)2. 
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half-plane and in establishing simple bounds for 11n(z)1 
in this sector. The only drawback of our undertaking is 
that the size of our sector is a function en of n which 
tends to zero as n - 00. We do not know whether this 
decreasing e is due to singularities Or bad asymptotic 
behavior in the upper half-plane or if it is a manifesta
tion of our inability 0 

The bound for 11n(re i8n) 1 leads to a bound for I T n(s) 1 
through (1.3) if sn> O. From our previous work,2 we 
have also a bound for Tn(s) if sn < O. A combined use of 
these bounds leads to an upper bound for I T(s)1 through 
(1. 2). The s dependence of this bound has the form 

I T(s) 1< const (logs)I/2s as , (1.4) 

where 

Q s = - 1 + A. (1.5) 

This exponent is larger than the exponent O'u obtained 
in the u channel (T(s) < const uau for s - - 00). It coin
cides with Q u in the weak coupling limit. The fact that 
we do not get il's == O'u for all coupling constants is no 
surprise because the majorizations performed here are 
cruder than those of Ref. 2. The factor (logS)1/2 in 
(1.4) is produced by our decreasing eno We may also 
notice that the common weak coupling limit of aa and 
au is identical with the weak coupling limit of the Regge 
pole of the ladder graphs obtained by other methods. 1 

We conclude from these results that the sum of ladders 
is likely to exhibit the expected Regge behavior in the 
physical s channel, up to the uncertainty connected with 
our (logs)1/2 factor. 

Tiktopoulos and Treiman3 have established bounds for 
the absorptive part A(s) of T(s) which are consistent 
with (105). As these bounds have the form A(s) < const 
sa" we see that if our (logS)I/2 is really present, it 
affects only the real part of T(s). Of course, ReT(s) 
and A(s) are not independent: They are connected by a 
dispersion relation o However, it is impossible to get 
a bound for ReT(s) from a bound for A(s) through a 
dispersion relation. Therefore, our results really com
plete those of Tiktopoulos and Treimano 

2. ANALYTIC CONTINUATION OF THE FOURIER 
TRANSFORM fn (z) 

Our starting point is an expression for the Fourier 
transform f (z) which has been established in Ref. 4. 
Equation (2 ~ 6) of ReL 4 gives, in the case of forward 
scattering, 

"..1 ~ 

\~1 (Ek - Em) J~ dx .x2n
-

3 exp[ - iz (Ax2 + Bx+C)], (2 0 1) 

where A, B, and C are positive functions of the E'S and 
q's: 

(2.2) 
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For simplicity, we have assumed that the masses In 

and jJ. are equal and set In = jJ. = 1. This assumption 
does not affect the generality of our results. The follow
ing notations have been used: 

k-l k-l 

O'k=~qlJ' i3k=I+~ qj' E1 =1, En==Oo 
j=1 J=1 

(2.3) 

Whereas the holomorphy of I n(z) in Imz < 0 is a direct 
consequence of (2.1), this expression, as it stands, 
does not allow a continuation of I n(z) into the upper half
planeo It has to be transformed suitably before such a 
continuation can be performed. Our aim is to continue 
I n(z) into some sector 0.>; argz ~ 8 (8 "1T/2) and to have 
adequate bounds for 11n(z)1 in this sector. This is 
achieved if the paths of integrations in (2.1) can be de
formed continuously without changing the value of the 
integrals in such a way that (A.x2 + Ex + C) moves into 
the lower half-plane until - 1T <. arg(Ax2 + Ex + C) < - 8. 

Our transformation of (2.1) proceeds as follows. 
First, the contour of the variable x is displaced onto a 
ray of the fourth quadrant, for instance argx = - 1T / 40 

This brings (Ax2 + Bx) into the lower half-plane. Then 
the paths of integration of the q's are deformed in such 
a way that 

argC=- e. (2.4) 

The effects of these deformations on A and B have to 
be kept under control in order to be sure that: 

- 1T < arg(Ax2 + Bx) < - e. (2.5) 

Once (2.4) and (2.5) are ensured, I n(z) can be con
tinued into 0 .>; argz .>; 8. 

As C is a nonlinear function of the q's, the manipula
tions leading to (2.4) are quite delicate. We shall not 
go into the details; we shall only show how the limita
tions of our procedure arise. According to its defini
tion, C can be written 

"..1 

C =:0 (n- k)P
k

, 
k=1 

(2.6) 

where P
k 

is a function of the k first q's: 

Pk = t[ (n - k)fi" - i3/fi"j2. (2.7) 

Equation (2.6) tells us that a particular way of ful
filling (2.4) is to require 

argpk = - 8 for all p's. (2.8) 

To see if this is possible, we have to find out if the con
tours of the q's can be deformed continuously so as to 
bring all the P's onto the rays argp

k 
= -8. To do this, we 

have performed the change of variables qk - P
k 

ex
plicitly. An inspection of the singularities in the P's of 
the resulting integrand shows if it is possible to shift 
the path of each Pk onto argp

k 
= - 80 This discussion is 

straightforward but tedious, and we shall not reproduce 
it. We shall only give a qualitative description in terms 
of the variables qk' 

Suppose we try to shift successively the Pk's onto 
argpk = - 8, starting with the last one, Pn-

1
' As q"..1 

appears only in Pn-l' it is easy to bring P""1 onto argp""l 
= - 8 by deforming the path of q"..1' all the other qk's 
remaining on the positive real axis. For moderate 
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(b) 

(c) 

FIG. 2. The paths of inte
gration C ... 1 of the variable 
qn..l' As argf3n-l goes through 
increasing positive values, 
the positive real axis is de
formed continuously into 
curves of the form A and B 
of Fig. 2(a), For argf3n_l' 
just below (11" -II) one gets the 
path C shown in Fig. 2(b) and 
as argf3n_l goes through (11" -II) 
this path changes discontin
uously into the curve D of 
Fig. 2(c). The difference be
tween the integrals along C 
and D is twice the integral 
along the circle I qn-II 
= I f3n_I I/(n - k); this integral 
is finite. 

values of e, the resulting path for Pn-
1 

has the form A 
of Fig. 2a. In a second step we shift Pn- 2 onto argpn_2 = - e; to do this, we deform the contour of qn-2' How
ever, as qn-2 appears in /3n-l' the contour of q"'l has to 
be readjusted in such a way that Pn-l remains on argpn-l 
= - e. We may repeat this procedure step by step, de
forming the contour of q".._ and readjusting the contours 
of qn-k_l, "" qn-1 in the kth step. 

The question is to know if these readjustments are 
always possible. Consider the case of qn-l' The path 
C"'l of qn-l is entirely determined by the requirement 
argpn_i = - e and Eq. (2.7): It depends on the complex 
values of qu •.. ,qn-l on their respective paths through 
/3"'1' It turns out that there is a problem only if arg/3"'l 
> O. For moderate values of arg/3"'l' Cn-l has the form 
A and B of Fig. 2. This form changes continuously if 
argi3n_1 increas es until arg/3"'l = 1T - e. If arg/3n_l happens 
to cross (1T - e) the form of C.,l changes discontinuously 
from that of Fig. 2b to that of Fig. 2c. Due to the 
singularities of the integrand at q = 0 and q = 00, the in
tegral along the contour 2c does not give the same re
sult as the integral along 2b. Therefore, our procedure 
works only as long as the resulting complex values of 
/3""1 have arguments which do not exceed (1T - e). 

A detailed study shows that arg/3""l can indeed become 
positive Rnd that it cannot be kept smaller than (1T - e) 
for large n if 17 is a fixed constant. However, if a con
venient n-dependence is introduced, one may ensure 
arg/3n-l < (1T - en) and one can deform the paths of in
tegrations in such a way that (2.5) as well as (2.4) are 
fulfilled. An adequate n-dependence of e is 

(2.9) 

with y=3v'3 /41T and /3<1T/16. Therefore, fn{z) can be 
continued analytically into the sector 0 ~ argz ~ en' en 
being defined by (2.9). 

Our next task is to derive an upper bound of Ifn(reI8 ) I 
for 0 ~ 17 ~ en' According to our preceding discussion, 
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X J~11 Jej IdqJ If dixi Ix12n-3 

xexp[rlm(exp(ie)(Ax2 + Bx + C»]. (2.10) 

The contours C
J 

join 0 to 00, they are localized in 
known sectors: 

1 
qJ E CJ - - en < argq, <WJ - en' WJ = const (n _ j)r • (2.11) 

Furthermore, the form of these contours are such that 
on C

J 

IdqJI <[I/cos(iwj)]dlqjl. (2.12) 

The imaginary part in the exponential of the integrand 
is a sum of negative terms. Dropping some of them 
produces a majorization: 

n- 1 

Im[exp(ie)(Ax2 + Bx + C)] < ~ 1m{ exp (ie) [XEk (1 + XEk)qk 
k.1 

n- 1 

+ XEkJ} < - ~{I x IEk[ I x IEk coswk 
k·l 

(2.13) 

The definitions (2.2), the inequalities (2.11) and the 
facts that e ~ en and argx =- 1T /4 have been taken into 
account. 

After insertion of the bounds (2.12) and (2.13) into 
(2.10), the integrations over the I q I 's are trivial and 
one finds 

I
t. (re/8) I < ~{ r~ dx exp[ - rxsin(1T/4 - en)] }n-l 

n (n-l)l)o x+v 
n (2,14) 

with 

sin(1T/4 - Wk) 

cosw
k 

(2.15) 

It turns out that the bound for I T(s)1 which emerges 
from (2.14) has its best behavior at large s if Kn is 
bounded for all n. Using (2.11), one finds 

(2.16) 

Therefore, all the Kn's have a common upper bound 
if f3 is made dependent on n: 

1T 1 
f3 - 16 nl/2-r' (2.17) 

Combining this with (2.9), we get our final width of 
the sector in which we continue fn{z): 

1T 1 
en= 16 ;rrr' (2.1S) 

Simple bounds for the integral appearing in (2.14) give 

K (ro _1)n-1 
(n-l)! -r- ifr~l, 

Ifn (re I8 ) 1< (2.19) 

K ( ro)n-1 

(n -1 )! logr ifr<l. 
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Here 

1C = SUP [1 + 1 J<10. 
o n,,2 vnsin(7T/4 + en) 

(2.20) 

The bound (2.19) is valid if O~ B$;Bn , en being defined 
in (2.18). 

3. BOUNDS FOR THE LADDER GRAPHS 

The ladder graph amplitude Tn(s) depends on s through 
S = S - n2 and the bound we shall establish has a dif-
" ferent form if n is such that s"~ 0 or s" < O. We consider 

the case s" ~ 0 first; it is precisely for this case that 
the machinery of the last section has been developed. 

According to the results of Sec. 2, we are allowed to 
shift the path of integration in (1.1) onto argz = e" if 
s"~ O. This gives 

Inserting the bounds (2.19) into this inequality, we 
get a sum of two integrals whose evaluation is sketched 
in the Appendix. The simple bounds which are obtained 
there have different expressions whether the quantity 
(s"sine") is larger or smaller than 1. It is readily seen 
that it exceeds 1 for nearly aU allowed values of n if s 
is sufficiently large. Let N=[ v'S] be the largest integer 
which is smaller than or equal to IS; the inequality 
s" ~ 0 is equivalent to n ~ N. One finds 

s"sinB">l for n~N-1 if s>36.5. 

The remaining S N sinB N can be larger or s maIler than 
1. Equations (3.1), (2.19), (A3) and (A4) lead to 

This inequality holds if n ~ N -1; it holds also for 
n =N if S N sineN > 1. If this last quantity is smaller than 
1, one gets an upper bound for IT N(s)1 from (3.2) by 
replacing the quantity Is Nlml by 1. 

If S n < 0, or n ~ N + 1, we apply the techniques of 
Ref. 2. The Fourier transformfn(z) being regular in 
the lower half-plane, the contour of integration in (1.1) 
can be shifted onto the negative imaginary axis 

T (s) = 167T2;\" r ~ dz F (- iz)exp (zs ). n Jo I n n (3.3) 

The definition (2.1) leads directly to an expression 
for f,,(-iz). Performing a majorization similar to 
(2.13), one gets 

act 00 1 'n-2 
J: (-iZ)<z,...1 [ dQ1"of dQ 1 dE ,,01 dE 

" • 0 .Jo "..1 0 2 0 ,...1 

Xe oooe roc dx x2n- 3 
2 n-1 .Jo 

(3.4) 

After integration over the q's, one obtains, in analogy 
to (2.19), 
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,"(_ iz) J in ~ 1)' (,!, 2)if"..: ~ 1, 

( (n _ 1) I log z if 0 ~ z < 1. 

(3.5) 

The expression (3.3) and the bounds (3.5) give 

Tn(s) <const I~:I [~ k
1
! (1 + ;'\.n-l) (log(2I snl»k 

+ (n~l)!] (3.6) 

for n .. N + 2. If n = N + 1, this inequality is also valid as 
it stands as long as Is N+ll ~ 1. If Is N+11 < 1, (3.6) gives 
an upper bound for T N+l (s) once s N.l has been replaced 
by 1. 

Finally, we have to evaluate the sums of the bounds 
(3.2) and (3.6). For simplicity we assume s such that 
both s N sine N and IS N+ll are larger than. 1. We write 

(3.7) 

with 
N 

T(1)(S) = ~ T (s) 
2 " , n= 

T(2)(S)= ~ T,,(s). 
... N+l 

(3.8) 

An upper bound for I T(l)(s)1 is obtained from (3.2). 
This bound contains a double sum T(s) over nand k: 

T(s) = const ~ A" ~ ~ 1'" log Yos" N ;nn-l1( (~)k 
n02 s" k=O k. .fii 

(3.9) 

It is this double sum which provides the relevant 
s dependence of our bound. We show how it can be esti
mated. We assume s >36.5; this ensures IS >log(yos) 
> 1. We decompose T(s) into two parts; the sumjl(s) 
of terms which have n $; log (ros) +1 and the sum T

2
(s) of 

the remaining terms, n > log(yos) + 1. 

In 1\(s) we have (fills") «2(2 logros)l/2/s) and 
(s//tl) < s. This gives 

1\ (s) < const Uog(YoS»l /2 ~ A" ~ ~ (log(ros »k 
s n'" log(ros)+l q=O k! 

(3.10) 

The last inequality is valid for A < 1. As the bound for 
I T(s)1 we are constructing turns out to diverge if;\ ex
ceeds 1, there is no need for a bound of 1\(s) holding if 
A> 1. 

Ta(s) is majorized in the following way, assuming 
A <1: 

T 2 (s) < const '); -- ~ - log.:..=!.. - A"1n ,...1 1 ~ ros) k 

n>lOfl'1:o~)+l s" k=O k! ;n 

(3.11) 

After examination of the remaining simple sums con
tained in T(I)(S), one finds that we may write a bound 
for I T(l)(s)1 Which has the form (3.10): 

(3.12) 
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Our upper bound for I T(2)(s)1 is obtained from (3.6). 
Here again we meet a double sum; it is this double sum 
which diverges if A> 1. We perform the following 
maj orization: 

~ An ~ (log(21 snl»)k A N 
U --- U < --- A 

rr-N+l I S n I k'O k 1 1 - A • 
(3.13) 

According to our assumptions N> (logros). This im
plies that the right-hand side of (3.13) is majorized by 
an expression which has the same form as (3.11). In 
fact, this is true for all terms of T(2)(S). Therefore, 

A 
T(2)(S) < const 1- A S-I+". (3.14) 

Combining (3.12) and (3.14), we get our final result: 

I T(s)/ < const 1 ~ A (log(ros»1/2s-1+A. (3.15) 

It is easily seen that (3.15) is still valid if O<sNsineN 
< 1 or 0> S N+l > - 1. Therefore, the only limitation to 
the validity of (3.15) is 

s>36.5. 

The divergence appearing in the bound (3.15) as 
A - 1 has already been encountered and commented in 
Ref. 2. The s dependence of (3.15) is discussed in Sec. 
1. 

APPENDIX 

The two integrals we have to estimate are 

II (x) =1:1 

dr(lOg ~ )"'"1 exp(- rx) 

and 

12 (x) =;:~dr r!-1 exp(- rx). 

If x> 1, we transform 1, as follows: 
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(At) 

(A2) 

1, (x) = ; 1aX 

dr (lOg x;o) n-

1 

exp(- r) < ;11 dr (lOg x;o ),,_' 

+ (log(xro»n-
1 fX d -r < (n -I)! ~ ~ (1 ( »k 

x 1 re x k=O k! og xro 

+ .! (Iog(xrg»n-1 (A3) 
e x 

If x < 1, we write 

1 [x ( XY )n-1 

II (x) < xlo dr log--:;!-

n-1 1 
=(n-l)! kId k! (log(xro»k. (A4) 

For I 2 (x), we use 

f~ 1 
12 (x) < dre-rx =- exp(- x) 

1 X 
(A5) 

if x> 1 and 

(A6) 

if x < 1 and n'" 3. It is not necessary to discuss the case 
n = 2 because we are interested in large values of s. In 
our applications, x = snsinen' and the situation x < 1 
never appears for n = 2 if s2sine2 > 1, i. e., s > 11.3. 
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King and domino polynomials for polyomino graphs 
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For the purposes of treating several enumeration problems of lattice dynamics, king and domino 
polynomials are defined for a chessboard, polyomino, or square lattice of arbitrary size and shape. These 
polynomials are shown to be closely related to the partition function of the dimer statistics, the number of 
Kekule structures, or maximum matching number. Several recursion formulas are found. Interpretation of 
these newly proposed quantities is given, and the possibility of extending them to the important physical 
models is discussed. 

INTRODUCTION 

Although the rook polynomial has been known as an ef
fective means of considering the enumeration problems 
of chess and Japanese shohgi games, it apparently has 
not been utilized in the mathematics of the important 
models of phys ics and chern is try. 1, 2 

We have proposed the king polynomial for enumerating 
the number of ways for putting nontaking kings on a giv
en polyomino, square animal, or chessboard of an arbi
trary size and shape. Interesting mathematical features 
including recursion formulas were found. It turned out 
that the king polynomial is closely related to several 
important enumeration problems, Le., the number of 
maximum matching over a square lattice graph (paving 
dominoes), the partition function for the magnetic prop
erties of transition metal crystal (dimer statistics), 3 the 
kinetics of adsorption of molecular oxygens onto a metal 
surface,4 and the stabilities of unsaturated hydrocarbon 
molecules (Kekule structures). 5,6 

1. POL YOMINOES AND SUBGRAPHS 

The graphs with which the present paper is concerned 
are polyominoes (square animals) and their subgraphs 
derived by deleting squares and/or edges. A polyomino 
which is generated by the stacking of squares (hereafter 
called as cells) of equal size may also be called a 
chessboard although its size and shape are varied as 
graphs I and II. 

Ern 
II 

With respect to deletion of a particular cell e in graph 
G several subgraphs are defined as follows: 

G - e is obtained from G by deleting cell e, namely, by 
deleting those edges of e which belong only to e. 

Gee is obtained from G - e by deleting all the edges 
which were contained or incident to cell e in G. 7 

G Ele is obtained from Gee by deleting all the branch
es (let us call this process truncation of Gee), or from 
G by deleting cell e together with all the adjacent cells. B 
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Examples of these sub graphs are shown for graph II 
and cells e and d. 

II- e IIee II Be 

II -d IIed II Eld 

Polyominoes can be classified into even and odd ones 
according to the number of the vertices but not that of 
the cells (see Table I). Graph III is odd. We call an odd 
polyomino as type D. An even graph with N (=2m) verti
ces is called a Kekule graph if one can choose such a 
set of m disjoint edges that span all the N vertices as in 
I.a. We call this pattern a "Kekule pattern. 9

" In a later 

La 

discussion Kekule graphs will be classified into types A 
and B. A non-Kekule polyomino is called a type C. 
Graphs I, II, and all the subgraphs of II explained above 
are Kekule graphs, whereas even polyomino IV is type 
C (see IV.a). Note that a rectangular graph [m,npO 
'" [n, m] is a Kekule graph unless both m and n are even. 

EE 
III IV IV.a 

2. KING PATTERN AND KING POLYNOMIAL 

A king can take on any of the eight neighboring cells. 
A number of distinct patterns as Lb, called by "king 
pattern," 

Lb 

can be obtained by putting k nontaking kings (depicted 

Copyright © 1977 American Institute of Physics 1485 



                                                                                                                                    

TABLE 1. Classification of polyomino graphs. 

Example 

EE 
Kekul~ 

non-Kekul~ 
polyomino 

EB 
a X means that the domino polynomial is not defined. 

with circles) for a given graph. Discussions in this 
section are applied to all types of polyominoes. 

Define the nontaking number r(G, k) as 

r(G k) = (nUmber of king patterns with k) 
, nontaking kings for graph G • 

For the sake of the later discussion let us define 

r(G, 0) = 1 

for all the caseS. This means that a polyomino graph 
itself can be interpreted as the king pattern with k = 0 
(see Fig. 1).11 

(1) 

(2) 

The king polynomial Kc(X) for polyomino G is defined 
as 

k 

KG(x)=ir(G,k)X k
, (3) 

k=O 

where k m is the maximum number for k, which does not 

King pattern Kekt.ie pattern 

EE8~EB 
r(G.O)=l 

r(G.2)=4 r(G.l)= 6 

FIG. 1. One-to-one correspondence between the king and 
Kekule patterns. The nontaking number r(G,k) is also ex
plained With G as I. 
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Pattern 
Type King Domino 

A o o 

B o o 

C o X a 

D o x 

exceed a quarter of the number of the vertices in the 
graph. For graphs I and II we have 

K 1(X)=1+6X+4X 2
, 

Kn(X) = 1 + lOX +22X2 + 12X 3 +X q
• 

Note that 
~m 

Kc(l) =L r(G, k) 
k=o 

'" (nUmber of the king) 
patterns for G . 

(4) 

Let g c be the number of king patterns with a circle (king) 
ass igned to a particular cell c. Then the total number 
C(G) of the circles in the set of K G (1) king patterns for 
graph G with l cells is 

(5) 

The number gc is interpreted as a weight of cell c in the 
king pattern enumeration. Since each of the r(G,k) king 
patterns with a given value I< has I< circles, C(C) is ex
pressed by 

km 

C(C) =61<· r(C,k) 
k=' 

=K~(1) , (6) 

or 

(6') 

where KG is the first derivative of the king polynomial (3) 
with respect to X. These relations are illustrated below 
with graph I as an example. 

[3IillJ 
[ITillJ 

I.c 
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K~(X)::6+8X , 

c(I):: 4 x 3 +2 x 1 [from Eq. (5)] 

::6+8 [from Eq. (6)] 

== 14. 

It is evident from the definition of the king pattern that 
the g c number is equal to the number of the king pat
terns of graph G Be, namely, 

By using the inclusion-exclusion principle the king 
polynomial for graph G can be obtained from those of 
the subgraphs of G as 

(7) 

Kc(X) ==Ko_c(X) + X· KGac,(X). (8) 

In Tables II and III several examples of the king poly
nomials are given. Extensive tabulations of the king po
lynomials for smaller polyominoes and for typical se
ries of polyominoes are given elsewhere. 14 

For a series of rectangular graphs [m,n] the follow
ing recursive relations are obtained: 

Kr 1, n1(X) ::Kr 1, n-11 (X) +X· Kr 1, n-21(X) (n ~ 0), 

K r2,n1(X) ==Kr2, n-11(X) +2X' Kr2,n-21(X) (n ~ 0), 

(9) 

(10) 

T ABLE II. King polynomials and the number of the KekuM 
patterns for several polyomino graphs. 

G 

o 
CD 

[[0 

I I I I 

cEPb 

r(G,k) 

k=O 1 2 

1 1 

1 2 

1 3 1 

1 4 3 

1 4 2 

1 6 4 

1 9 16 

1 4 1 

3 4 K o(1) K(G) 

2 2 

3 3 

5 5 

8 8 

7 7 

11 11 

8 1 35 36 

6 5 

aDiscrepancy between Ko(1) and K(G) is due to a degenerate 
king pattern. The domino polynomial is DeCX) = 1+ 10X+ 16X 2 

+8X 3+X 4 and Do(1)=36. 
bDiscrepancy between K o(1) and K(G) is due to an improper 

king pattern which has two kings at the terminal cells, Do(X) 
= 1+ 4X and D G(1) = 5. 

1487 J. Math. Phys., Vol. 18, No.7, July 1977 

K r3,nl(X) = (1 + X)Kr3, n_1)(X) + (2X +X 2)Kr3, n_21(X) 

_ (X 2+X 3)Kr3,n_31(X) (n~ 1), (11) 

K r4, nl(X) = (1 + X )Kr4, n_ll(X) + (3X + 4X 2)Kr4• n-21(X) 

+ (X 2 _ 3X 3)Kr4.n_31(X) - 3X 4 Kr4.n-41 (X) 

(n~ 2). (12) 

It is assumed here thatKro,n1(X)==Kr_1,n1(X)=1 and 
K r-2, n1(X) = 0 for all n ~ O. A general expression for 
Krm,n1(X) is not yet obtained. 

3. KEKULE PATTERN AND DOMINO PATTERN 

As will be explained later, one can make a one-to-one 
correspondence between the king and Kekule patterns, 
as I.b and I.d. Further, if one puts a 1 x 2 rectangle 
(domino) onto each "double bond" of the Kekule pattern, 
I.d, a "domino pattern," I.e., is obtained as shown be
low. The problem of enumerating the 

e=B 
I.b 

king pattern 

-
I.d 

Kekule pattern 
I.e. 

domino pattern 

number of ways for "paving dominoes," "paving tata
mis,15" or maximum matching is thus equivalent to the 
counting of the Kekule patterns, which, together with 
king patterns, will mainly be the concern of this paper. 

It is interesting to note that for a group of graphs 
there seems to be a one-to-one correspondence between 
the king and Kekule patterns as seen in Fig. 1 with 
graph I as an example. This means 

K G (l) =K(G) (G E type A), (13) 

where K(G) denotes the number of the Kekule (domino) 
patterns or, in other words, the number of maximum 
matching for graph G. This is almost all the cases for 
smaller polyominoes as in Table II. Let us call a Ke
kule graph which has property (13) type A, and call oth
er Kekule graphs type B (see Table I). Of the set of the 
rectangular graphs, the [l,n] and [2,3] graphs belong to 
type A, the graphs with even m and n belong to type D, 
and all others belong to type B. 

Among a set of the Kekule patterns for a given Kekule 
graph of type A one can choose a standard pattern in 
which the largest number of horizontal (or vertical) 
double bonds are chosen as in La. By rotating a set of 
two or more double bonds circularly arranged one can 
get all other Kekule patterns. For a rectangular graph 
as lone can make a one-to-one correspondence between 
the king and Kekule patterns as in Fig. 1. The one-to
one correspondence (13) is not clearer but can be at
tained for other classes of Kekule graphs of type A. 
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TABLE III. King and domino polynomials for rectangular graphs. a 

r(C,k)d 

Cb k=O 1 2 3 4 5 6 K G (I) D G(1)=K(C) 

[2, 2J* c 1 4 5 

[2,3J 1 6 4 11 11 

[2,4J* 1 8 12 21 

[2,5J 1 10 24 8 43 41 
(22) 

[2,6J* 1 12 40 32 85 

[3,3J 1 9 16 8 1 35 36 
(10) 

[3,4J 1 12 37 34 9 93 95 
(14) 

[3,5J 1 15 67 105 65 15 1 269 281 
(18) (74) (107) 

[4,4J* 1 16 78 140 79 314 

[4,5J 1 20 135 382 454 194 27 1213 1183 
(26) (155) (378) (410) (186) 

a For graphs [1, nJ, see Table II. 
b [m, nJ is an m x n rectangular polyomino. 
C Graphs with an asterisk are odd and their domino polynomials are not defined. 
d For the domino polynomial, only those coefficients which are different from the values of the 

corresponding king polynomial are given in parentheses. 

4. DOMINO POLYNOMIAL 

Relation (13) does not hold in the Kekule graphs of 
type B. For example, the number of the king patterns 
K 11(1) =' 46 exceeds the number of the Kekule (domino) 
patterns K(II) = 42. By taking II.a as the standard Keku
Ie pattern and by rotating sets of double bonds as in the 

II. a 
case of graph I, each king pattern finds its own counter
part in the set of the Kekule patterns except in the fol
lowing two cases. 

Five king patterns n.b-II.f do not have their counter
parts 

~ ~ ~ 
n.d H.e II.f / 

'- --..r 

(_3X 3
) 

in the Kekule patterns. We call them "improper (king) 
patterns" and darken the circles therein. In order to 
extend the applicability of relation (13) towards type B 
polyominoes, the terms arising from the solid circles 
should be subtracted from KG(X) as shown below pat
terns n.b-II.f. 

Now for graph n we are left with one king pattern U.g 
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and two Kekule patterns n.h and II. i. Namely, two Ke
kule 

II.g II.h II.i 

patterns correspond to one king pattern. It was found 
that this is always the case in which the rectangular 
graph [3, 3] or graph V is contained as a subunit of a Ke
kule pattern. 16 We call a king pattern n.g which has a 
circle in the center of the rectangle [3,3] a "degenerate 
(king) pattern"; it is depicted in ILj and VII. The cor
rection terms for KG(X) should 

be as shown below these patterns, i.e., in a correction 
term a double circle acts just as a circle in the counting 
of KG(X). As the size of a graph increases additional 
corrections would be necessary for condensed degener
ate patterns like VIII and multidegenerate patterns like 
IX, which we are nol going to discuss in detail. 
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Thus the domino polynomial DG(X) can be defined as 

D (X) =K (X) _ (~orrection ~erms from) + ( correction t.erms from) =K (X) + A (X). 
G G improper kmg patterns degenerate kmg patterns G G 

(14) 

For graph II the domino polynomial is obtained as 

king polynomial 
degenerate king pattern 

improper king patterns (+ 
domino polynomial 

By definition we have 

DG(1) =K(G) (G E type A, B). (15) 

A type A graph does not have any correction term in Eq. 
(14), and we have 

(16) 

Recursion formulas are also found for the domino poly
nomial but are not given here,17 as they are not as sim
ple as that of the king polynomial. Some special recur
sion formulas are given here for rectangular graphs: 

D[J,nl(X)=D[I,n_ll(X)+X ·D[I,n_2l(X) (n2:0) , (17) 

D[2, 2n+ll(X) = (1 + 3 X )D[2. 2n-ll(X) 

+(X-2X2)D[2.2n_3l(X) (n2:1) (18) 

D[3. nl(X) = (1 + X )D[3, n_ll(X) + (3X + X 2)D[3, n-2l(X) 

- (X +2X2+ X 3)D[3.n_3l(X) + (X _ 2X 2 -X 3) 

X D[3,n-4l(X) + (-X 2 + X 3 + X 4)D[3. n-5l(X) 

(n 2: 3) . (19) 

It is assumed here that D[o. nl(X) =D[_l, nl(X) = 1 and 
D[_2. nl(X) = 0 for all n 2: O. Expression (19) can be shown 
not to be factorized. The domino polynomials for smal
ler polyominoes are given elsewhere. 14 

5. WEIGHT OF THE CELLS 

As implied in Eq. (5), thege number, which is ob
tained from Eq. (7), is a weight of a particular cell e in 
the king pattern enumeration. An example is given for 
graph I as in I.c. Since relation (16) holds for a polyo
mino of type A, g e is also a weight of cell e in the Keku
Ie (domino) pattern enumeration. 

For a polyomino of type B, discrepancy arises be
tween the king and domino polynomials, and also be
tween the contribution of a particular cell in the enume
ration of the numbers of king and Kekule patterns. The 
former discrepancy could be remedied by the introduc
tion of improper and degenerate patterns. The latter 
correction is made as follows. Let ie be the number of 
improper king patterns with a (solid) cell e, and let de 
be that of degenerate patterns with a double circle. 
Then for each cell of a polyomino G of type B we have 

(20) 

where K(G ee) is the number of Kekule patterns of sub
graph Gee. Relation (20) is shown below with graph II 
as an example. 
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15 8 12 -1 -3 0 14 5 12 
6 2 5111 + 0 1 0 -51 = 6 3 5 61 

15 812 -1 -3 0 14 5 12 

I 

6K(Gee)=82 
e 

By analogy with the derivation of Eq. (6') the following 
relation is deduced from the procedure for getting the 
correction term AG(X): 

Recall the definition of DG(X), 

DG(X) =KG(X) + AG(X) 

and we have 

which gives 

I 

=6(ge+de-ie), from Eqs. (6') and (21) 
e 

I 

=6K(G ee), from Eq. (20). 
e 

In the above example we have 

and 

K ;r(X) = 10 +44X + 36X 2 +4X 3, 

A;r(X) = 1- 4X _ 9X 2, 

D;r(X) = 11 +40X +27X2 +4X 3
, 

(21) 

(14) 

(22) 

(24) 

from which the numbers 94, -12, and 82 are obtained 
by the use of Eqs. (6'), (21), and (24), respectively. 

6. DISCUSSION 

The maximum matching problem over a square lat
tice, the domino paving problem, and the enumeration 
of the Kekule structures are mathematically equivalent 
to the enumeration of the partition function of the dimer 
statistics. All these problems deal with the fully cov
ered lattice and have been solved rigorously for an ar
bitrary two-dimensional en, m ] lattice. 18-20 Although 
enumeration on a partially covered lattice is physically 
much more interesting,21 breakthroughs for rigorous 
solutions are still being sought. 4.22-24 For characterizing 
the topological nature of arbitrary graphs the present 
authors have proposed the idea of nonadjacent numbers 
and topological index, which can also be applied to these 
problems.7•12 The king pattern and king polynomial are 
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Cell- eating-

worm 

Chess 
strategy 

SQUARE ANIMAL 

POLYOMINO 

King pa1tprn 
King polynomial 

SQUARE LATTICE 

Adsorption 
of atoms 

K"kule pattern 
Domino polynomial 

Olmer 
statistICs 

Paving 
dominoes 

Maximum 
matching 

FIG. 2. Relation between the partially and fully covered square 
lattice problems through king and Kekule patterns and through 
king and domino polynomials. 

involved in the partially covered lattice problem but 
have a close relationship with the fully covered lattice 
problem as symbolically illustrated in Fig. 2. Note also 
that the king polynomial defined for a polyomino is rela
ted to different types of square lattice problems. 
Namely, the square lattices corresponding to the same 
polyomino are different in size as shown in Fig. 2. 

Thus the king and domino polynomials, if extensively 
studied, might play an important role for correlating 
the fully and partially covered lattice problems. We are 
also attempting to extend the analysis of these polyno
mials to three-dimensional and infinitely large systems. 
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Bivector field theories, divergence-free vectors and the 
Einstein-Maxwell field equations 
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A new derivation of the complete set of the Einstein-Maxwell field equations is presented which involves 
neither a variational principle nor the existence of a vector field (the so-called 4-potential). Unlike previous 
derivations, this derivation can therefore be used to motivate the Einstein-Maxwell field equations 
independently of the assumption of the existence or nonexistence of magnetic monopoles. 

1. INTRODUCTION 

In the general theory of relativity the field equations 
which purport to govern the interaction of the gravita
tional and electromagnetic fields, in regions devoid 
of sources, are the source-free Einstein-Maxwell field 
equations (with cosmological term), viz., 

aG/J + bglf + 2c[FihFi h - tgii(Frs Frs)] = ° (1. 1) 

and 

(1. 2) 

where a, b,c are constants, Gii is the Einstein tensor, 
the vertical bar denotes covariant differentiation, 

(1. 3) 

<Pi is a vector field, and the comma denotes partial 
differentiation. It is well known1 that the identity (1. 3) 
is equivalent to the condition 

(1. 4) 

The full set of the Einstein-Maxwell equations is thus 
(1.1), (1. 2), and (1. 3), or, equivalently, (1.1), (1.2), 
and (1.4). 

In the presence of sources these field equations are 
usually modified. If it is assumed that magnetic mono
poles do not exist, then the right-hand sides of (1.1) 
and (1. 2) are augmented by appropriate source terms, 
while (1.3) [or (1.4)] is unaffected. However, if mag
netic monopoles are assumed to exist then (1.1), (1. 2), 
and (1. 4) are all augmented by appropriate source 
terms. Under these circumstances (1. 3) is no longer 
a consequence of the augmented (1. 4), which imme
diately implies that we cannot infer the existence of a 
vector field <PI for which (1.3) is vaUd. 

It is well known that it is possible to derive (1.1) and 
(1. 2) from a variational principle with a suitably chosen 
Lagrange density L if there exists a vector field <PI for 
which (1. 3), and hence (1. 4), is valid. This is usually 
accomplished in the following manner. 

If L is a scalar density of the type 

L =L(gli;gli,h1;'" ;gli,hlO"hr;<PI; <PI,i1;"'; <PI,il''' J)'(1. 5) 

then we may associate with it two sets of Euler
Lagrange equations 

(1. 6) 

and 
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E'(L) = 0, (1. 7) 

where 

EIJ(L)=- OL + t (_1),,+1 h a" h 
og Ii ".1 oX 1 ••• aX k 

x oL 
(1.8) 

and 

Ei(L)=_ OL + t (_l)k+l 'I a
k 

a 'k aL • (1.9) 
a <Pi k.l ax ••• x O<PI,i("ik 

Since L is assumed to be a scalar density of the kind 
(1. 5), the following is an identity2 

2E IJ (L) IJ = - FI hEh(L) - <pI Eh(L) Ih' (1. 10) 

If, in particular, L is assumed to be of the special 
form 

L =avgR- 2b vg+c vg F'JF,J, 

then (1. 6) and (1. 7) reduce to (1. 1) and (1. 2) 
respectively. 

(1.11) 

In view of the physical significance of the Einstein
Maxwell field equations, an important problem is to 
determine those conditions which ensure the inevitabil
ity of (1.1)- (1. 4). 

We draw attention to the fact that L, given by (1. 11), 
is a scalar density of the general kind 

L = L (gil ;gii, h;giJ, hk; <Pi,i)' 

for which 

Eii (L) = EIi(gab;gab, c;gab, cd; <Pa, b)' 

(1.12) 

(1, 13) 

With these comments in mind, we cite the following re
sults. 3 The only scalar density of the kind (1. 12) for 
which (1.13) is valid is 

L = a vg R + 0' vg (R2 - 4RiJ RIJ + Rlikh RIJkh) 

(1.14) 

where a, 0', f3 are constants and M is a scalar density 
of the kind 

M = M(gab; <Pa, b)' 

In this case (1. 6) and (1. 7) reduce to 

a vgGIJ= aM/agli 

and 

Copyright © 1977 American Institute of Physics 

(1. 15) 

(1. 16) 
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EI(M) =0, (1. 17) 

respectively. In order to restrict M we can proceed in 
two different ways. On the one hand we could demand 
that 

:g: = - b/i g Ii - 2cVg[FlhFi h - tg ii(FrsFrs )] (1. 18) 

and then attempt to find M. This would ensure that we 
obtain (1.1). However, in this case (1.17) may not re
duce to (1. 2). On the other hand,4 we could demand that 

E'(M)=4c(VgF'i)U, (1.19) 

in which case we would obtain (1. 2) from (1. 17), but 
(1. 16) may not reduce to (1. 1). It transpires that (1. 18) 
and (1. 19) are equivalent and they each imply that 

(1. 20) 

where c, y, b are constants. Consequently, in either case 
we inevitably obtain the Einstein-Maxwell field equa
tions, the coefficient of y not contributing to either 
(1.16) or (10 17). 

Recently Horndeski5 has considered a Slightly differ
ent problem, viz., to find al1 Eii(L), Ei(L), where L 
is of the kind (1. 5) for which 

and 

EiJ(L) = EiJ(gab; gab, c; gab, ca; 1/Ja; 1/Ja.b; 1/Ja.bc), 

Ei (L) = Ei (gab; gab. e;gab. ca; 1/Ja; 1/Ja• b; 1/Ja• be), 

Ei(L)=/gFii li if RiJkh=O, 

(1. 21) 

(1. 22) 

(1. 23) 

(1. 24) 

The motivation behind (1. 21) and (1. 22) is (1.1) and 
(1. 2), while (1. 23) is motivated by the experimental1y 
accepted validity of Maxwel1's equations in flat space
time. Finally (1. 24) is motivated by the physically 
accepted evidence of conservation of charge. In fact 
the violation of (1. 24) has been used to rejectS various 
covariant generalizations of Maxwel1's equations. 
Horndeski has shown that the general solution to this 
problem is 

EiJ(L) =aVgC iJ + b/ggi1 + 2c/g[FihFih- tgii(FrsFrs)] 

+ T/g o~~:ggdi(FaIF~IR'\e + FablkF~'le), 

(1. 25) 

and 

EI (L)= 4c/g Fii Ii + 2T Vg o~~:~Fd·la R'\e, (1.26) 

where a, b, C, T are constants, in which case (1. 6) and 
(1. 7) do not reduce to (1.1) and (1. 2), and so (1. 21)
(1. 24) do not uniquely characterize the Einstein
Maxwell field equations. 

However, as has been pointed out, 7 some physical 
field equations may not be derivable from a variational 
principle so that an assumption to the effect that the 
particular field equation we seek is obtainable from a 
variational principle, as was assumed heretofore, may 
not be justified a priori. Furthermore, the possible 
existence of magnetic monopoles has recently received 
considerable attention. 8 As we have seen, if magnetic 
monopoles do exist, we are not justified in inferring 
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the existence of a vector field 1/Ji for which (1. 3) is valid, 
and, without a vector field, (1. 9) is meaningless. Con
sequently, a motivation of the Einstein- Maxwell equa
tions which hinges on the existence of a vector field 
cannot be used if monopoles exist. 

With these two objections in mind, the problem of 
determining an alternative set of conditions which en
sure the inevitability of (1.1), (1. 2) and (1. 4), without 
the a priori assumption of the existence of a vector 
field for which (1. 3) is valid, will be investigated. In 
particular we shall be concerned with the following 
problem. Find all tensor densities B i , C i , A Ii for which 

Ci = Ci(gab;gab.e;gab,ca; Fable), 

Aii =Aii(gab;gab,e;gab,ca; Fab), 

where F'i = - FJi; 

(ii) if Rlikh = 0, 

thenBI=VgFlJ IJ and cl=ElabcFable; 

(iii) Bili=O and Cili=O; 

(iv) Aiilj=a\Bh+j3ihCh, 

where a' h' j3i h are tensors and 

a i
h = aih(gab;Fab ), j3l h=j3ih(gab; F ab ); 

(1.27) 

(1. 28) 

(1. 29) 

(1. 30) 

(v) Ali=AJi. (1.31) 

The source-free field equations are then assumed to 
be of the form 

AiJ=O, Bi=O, Ci=O. (1. 32) 

Condition (ii) is motivated by the experimentally ac
cepted validity of Maxwell's equations in special rela
tivity. Condition (iii) is motivated by, and interpreted 
as, conservation of charge, both electric and magnetic. 
Condition (iv) is motivated by the requirement that the 
divergence of A ii should vanish whenever "Maxwell's 
equations" BI = 0, Cl = ° are satisfied. 9 [This should 
also be compared with (1.10) when (1. 24) is satisfied. ] 
Condition (v) is motivated by the fact that the "Einstein 
equation" Aii = ° is usually assumed to be symmetric. 

In this paper we prove the following: 

Theorem: If conditions (1.27)-(1. 31) are satisfied, 10 

then (1. 32) are precisely the source-free Einstein
Maxwell field equations (1.1), (1. 2) and (1. 4). 

This theorem can therefore be used to present a 
motivation for the Einstein- Maxwell field equations 
which is independent of the assumption of the existence 
or nonexistence of magnetic monopoles. 

2. DIVERGENCE-FREE VECTORS 

In order to solve (1. 27)- (1. 32) we shall first deter
mine all vector densities Ai for which, in a four-dimen
sional space, 

(2.1) 

and 

(2.2) 
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We introduce the following notation which will be used 
repeatedly in the sequel, without specific mention. If 
Q::: is any quantity, then 

····ab,c<f ••• /" Q.... =OQ ••• "gab,c<f 

and 

• .. ·ao e ···/"F Q ••• ' , =OQ.o. v able' 

in which case we clearly have 

and 
••• iah,e _ ••• ; bate Q... -- Q... . 

In view of (2.1) and the fact that AI is a vector den
sity, we see that Ai;ab,c<f and Ai;ab,e are each tensor den
sities and, furthermore, satisfy the invariance identityl1 

which implies that 

Written out in full, (2. 2) reads 

Ai;ab,c<fgab,c<fi +AI;ab,oFaolo,i + (oA'/agab,e)gao,el 

+ (aAi/agab) gab, i = O. 

(2.3) 

(2.4) 

(2.5) 

Differentiation of (2.5) with respect to gab,c<fl and Fab,oi 

gives rise to 

(206) 

and 

(2.7) 

respectively. 

We are now in a position to prove the following. 

Lemma: In a four-dimensional space (2.1) and (2.2) 
imply that 

A l;all. C;TS, tihk, ';1'0, m::::= 0, 

and 
Al;ab,e;rs, t;hi,kl = O. 

(2.8) 

(2.9) 

(2.10) 

Proof: The proof of (2.8) is essentially the same as 
that presented elsewhere, 12 and so will not be repeated 
here. 

We establish (2.9) by noting that, from (2.7), 
A I; a 1>, c;rs, t;hk,l;pq, m is totally skew-symmetric in ictlm, 
which in a four-dimensional space, implies that it is 
identically zero. 

To establish (2.10), we first note that (2.7) implies 
that A';ab,e;rs,t;hi,kl is skew-symmetric in ict, so that 
we need only restrict our considerations to the case 
when ict are all distinct and equal to 1,2,3 (say). We 
now turn our attention to hjkl, and in particular to the 
number of 4's it contains. Clearly, by (2.3), if hjkl con
tains three or four 4's, then AI;a11,c;rs,t;hi,kl vanishes. 
We thus need consider only that situation in which hjkl 
contains at most two 4's, in which case the remaining 
two or more indices must be selected from l's, 2's, 
and 3's. Furthermore, by (2.3), it is eaSily seen that, 
without loss of generality, we can always ensure that 
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the hj indices in AI;ab, e;rs, t; hi,kl are taken entirely from 
l's, 2's, and 3's. An elementary argument involving 
(2. 6) and (2.7) now establishes (2.10), which completes 
the proof of the lemma. 

From (20 8) and (2.10) it is clear that 

and 

in which case 

(2.11) 

where Qiabc<frst has all the symmetry properties of 
A I;ab, c<f; rs, t and is also a tensor density. By virtue of 
the tensorial character of Q'abc<frst, it is easily estab
lished that13 

(2.12) 

Integration of (2.11) yields 

A l;a11, c<f = Qlabc<frst Frs I t + J.l labc<f(g hk; g hk,/)' (2. 13) 

where J.liabc<f is a tensor density, in which case, 14 in V4, 

J.l iabc<f = O. 

Integration of (2.13) now gives rise to 

Ai = Qiabc<frst Frs I tgab, c<f + J.l I (ghk;ghk,l; F hkll), 

which by virtue of (2.3) can be rewritten in the form 

A' = ~ Q'abc<frst Frs I tReabtJ + Qj (ghk; F hk II), 

where QI is a tensor density. 

From (2.9) and (2.10) it is also clear that 

Ai ;ab, c; rs. t. hilt ';pq, m == 0 

and 

A i;4b. Ct rs. t;hk, l;pq, w == 0, 

(2.14) 

which, when applied to (2.14), account being taken of 
(2.12), implies that 

(2.15) 

In view of (2.7) it is easily seen that Ai;a11,e;rs,t;hk,1 is 
skew-symmetric in ictl, which, in a four-dimensional 
space, implies it is proportional to Eictl, i. e. , 

ai;a11,e;rs, t;hk,1 = Eictlaabrshk, (2.16) 

where aabrshk is a tensor aaorshk = QabrShk(g ) and , po , 

aabrshk = _ Qrsabhk = _ a hkrsab = _ aoarshk. (2.17) 

Integration of (2. 16) then yields 

which, in view of the fact that J.l iabc<fst is a tensor den
sity with an odd number of indices, 15 reduces to 

(2.18) 

By integrating (2.18) twice and applying McKiernan's 
result, we thus find 

a l = (1/3!) E1etl aabrshk F F F + A1abcF 
""II rslt able able' 

(2.19) 
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From (2.19) and (2.14) we thus find 

AI = talabedTst F Tsl t ReaM 

+ (1/3l) leff abrsllkF F L' + ,labeF 
E a hllil r.lt.L'able I\. able' 

(2021) 

In order to obtain A j explicitly, we shall now evaluate 
,\,abe, aabTslIk, and alabedrst, all of which are tensorial 
and concomitants of glJo 

The most general tensor density of type (4,0) 
which is a concomitant of giJ alone iS l6 

where Ct, /3, y, I) are constantso In view of the fact that 
Alabe must also satisfy (2. 20) we thus find 

Y = 0 and (3 = - a, 

in which case 

AiabCFable = 2afi FIJ li + Of labe Fable 0 

It is easily shown that 

(Ala be Fable) Ii = O. 

We now turn to aabrshk where the latter satisfies 

(2.23) 

(2. 17). In view of the fact that aahrshk is a tensor and a 
concomitant of go the associated invariance identityl6 

gives rise, in the usual way, to 

3aabr• hk + abarsllk + arbqsh!< + a.brallk + ahbrsoll + Qllbrsha 

=gabg Pqa pqrsllk + gargPqQpbqShk + ga.g
pq 

OIpbrqhk 

+ ga"gPqQpbrSqll + gakgPqCt/>br.hq, 

which, in view of (20 17), reduces to 

where 

In (2.25) we interchange a and b and subtract the result
ing equation from (2025) to obtain 

4aabr.1Ik =gar ilb.1Ik - gas ilbTh!< - gah ilbllrs + gall ilbhrs 

- gbr ilaslIk + gb. ilaThk + gbll ilailYS - gbll ilahrso (20 27) 

Furthermore, from (2.26), we see that 

(2 0 28) 

where A, il are constants o 

We shall now turn to alabear.t, where the latter is a 
tensor density, is a concomitant of gab and has all the 
symmetry properties of AI;ab,ed;Ts, to In this case the 
appropriate invariance identity gives rise to 

3 alabedr.t + aalbearst + Ct bal ears t + Cteablttr.t + ailabelrst 

+ Ctrabealst + CtsahearH + atobearsl = ATabealst' 

where 
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(2.29) 

Arabedist =gPq[galapqbedTst + gbjapaqeaTst + gc/apabqilrst 

+ gll/apabeqrst + grjCtpabcdqst + gslapabedrqt 

+gUapabe4,.Sq]. (2.30) 

In view of the symmetry properties of alabedrs!> (2.29) 
reduces to 

from which we obtain 

If we define 

we see that 

From (2.31) and (2.34) it is easy to establish that 

Ctsobctlri t F
rl 

I t ReaM = 2[2gai PbctlTSt + gas Pbctlri t 

- g sl f3abctlrt 1 F ri It ReaM. 

(2.31) 

(2.32) 

(2.33) 

(2,35) 

We shall now evaluate Pbearst, which, by (2.32), may 
be expressed in the form 

(2.36) 

The invariance identity associated with PbeaTS/ gives rise 
to 

3Pbcdrst + PeMTst + PIlcbrst + Predbst + PsctlTbt + Ptedrsb = Abctlrst, 

where 

Abedrst =gPq[gbe Ppqdrst + /fM PpCqTSt +gbr PpcrIqst 

+gsbPpeayqt +gbtPPedrsol, 

(2 0 37) 

In view of the symmetry properties of Pbedrst, (2.37) 
reduces to 

Pbcllrst + Prctlb.t + Psearbt =., Abedrs!, 

from which we obtain 

(2 0 39) 

If we define 

a drst = g t>OPpqrIrst (20 40) 

and 

(2 0 41) 

we see that (2,38) can be expressed as 

Abedrs! =gbeLtdrst + gMacrst + g&r f3eds t - gbs f3 edrt 0 (2 0 42) 

From (2.40) and (2 0 36) we note that 

adrst = - ~gpq ghkOlpllkqllyst = t gpq g hkOlrIhkPqyst, (2043) 

in which case it is easily seen17 that 

OI 1lyst = avg (gdsgrt - gdrgst) + bgdf grjgskgtlElikl, (2,44) 

where a, b are constants. In a similar way (2041) and 
(2.36) imply 
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f3 - 19l>Qg 1rk0' cdst - - 2 plrkcdqst, (2.45) 

in which case 

f3cdst = cVg (2gc4 g st - gotgds - gilt gas) , (2.46) 

where c is a constant. Furthermore, from (2.43) and 
(2.45) we find 

g dr O'dt'st = - t g c4 f3c4st , 

so that 

a=c. (2.47) 

Substitution of (2.42), (2.44), (2.46), and (2.47) in 
(2.39) will thus determine P .. c4bst. 

We shall now evaluate (3abcdrt> defined by (2.33). The 
invariance identity associated with f3abc4rt gives rise to 

3f3abedst + {31Jac48t + {3clJadst + (3dbc48t + f3sbcdat + f3 tbedsa =Adc4st 

and 

where 

and 

A.bedst = g Irk[ g.b {3lrkcdst + gae {3/1bllllst + gall{3"belcst 

+ gas {3"bc4lct + gat (3"bc4slc] 

B sbc4at = g hII[ g.t{3sbc4h11 + gat{3sbe/lak + g etf3sblttlalc 

(2.48) 

(2.49) 

(2.50) 

+gtb{3shc4alc +gtsf3l1bctlak]' (2.51) 

Because of the symmetry properties enjoyed by 
(3abCast. it is easily seen that (2.48) and (2. 49) reduce to 

(2. 52) 

and 

(2. 53) 

respec ti vely. 

In (2. 52) we interchange a and t, add the resulting 
equation to (2, 52), and then subtract (2, 53), to find 

(2, 54) 

From the latter equation we see that a knowledge of 
A.bedst and B sbcdat will determine f3atedSb' 

From (2,33) and (2,45) we observe that 

g hII{3h11cdst =g hIIgM O'phllcdqst = - 2{3cc1st , 

in which case 
Irk(.l 1 Irka 

g "lIbllllst = - zg "hIIOdst == f3btlst , 

and 
hila _ 1 1rk{3 a 

g "/lbcclsk - - Z g II1cclfso = "cclso • 

In order to evaluate Aabcclst all that remains is to 
construct 

g hka • II1c pq 
"Medkl = g g Ci phc4Qlc " 

(2. 55) 

(2. 56) 

(2, 57) 

whic.h, being symmetric in cd and cyclic in bcd, must 
be gIven by 

(2.58) 
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where Ci is a constant. If we multiply (2. 58) by g bt and 
note (2.55), (2.46), and (2,47), we find 

a = c = a, i. e., g II1c {3/1bcdlct = {3edbt • 

From (2. 50), (2. 55)- (2. 59) we thus find 

Aabcclst = - 2gQbf3cc1st + gae f3btlst + gall f3 bcst 

+ gas f3cc1bt + gat{3cdsb' 

(2.59) 

(2.60) 

Turning to B sbcclat we note that, by (2. 59) and (2. 55), 

glrkf3sbcclll1c = - glrkf3kscclhb - gll1cf3lcbcclhs == - 2f3cc1sb (2.61) 

and 
hka 1 hka f3 

g "sbelJalc = - zg "hIIsbae = slOe' (2.62) 

From (2.51), (2.61), and (2.62) we thus find 

(2.63) 

where the right-hand side is given by (2.60). 

We now substitute (2.39), (2.42), (2.44), (2.46), 
(2.47), (2.54), (2.60), and (2.63) in (2.35), which, 
after a lengthy, but straightforward, calculation gives 
rise to 

CisabcdrHF I R :=6afg[2Fta R s+Fea Rsd n t cabtl I t a 14 ea 

+ 2Fbfa R ab + F st I t R] + 3bFeal tEdbstReabtl. 

From (2,64) it is easy to show that 

(aSGbcclrlf Frll t Reabtl ) Is = 0, 

(2.64) 

(2.65) 

We now substitute (2,23), (2.27), and (2.64) in (2.21) 
and observe (2,2), (2,24), (2.27), (2,28), and (2.65) to 
find 

lett abrshkF F F 0 
E Q hllil rslt ablel = , 

from which it is not difficult to deduce that 

Consequently we have established the following: 

Theorem: In a four~dimensional space the most gen
er~l vecltor de?sity A' ==AI (gab; gab, e;gab. ccI; Fable) for 
WhICh A II = 0 IS 

AI == O'VgFIJ , + f3E'abe F + AElabeF RhII J able hkle ab 

+ j.J. Vg[2F ta It Ra' + F()fJ Id Rid co + 2Fb"a R
ab 

+FIt It Rj, 

(2.66) 

where 0', f3, A, j.J. are arbitrary constants, 

We remark that a quantity formally similar to the 
expression in square brackets in (2.66) has arisen in the 
work of Horndeski18 [compare with the coefficient of T 

in (1. 26)]. However, in (2.66) it is not assumed that 
the skew-symmetric tensor F;J is obtained from a 
vector field in the usual manner. We also remark that 
the coefficients of A and jJ. Vg in (2.66) can each be ex
pressed in the form 

5'abc H rs R tu 
.. stu la be' 

where H1'S is either ErsJIc F I" or Frs. 

We now introduce the notation 

p' = Vi o 'II/>O Frs R tu 
1'Stu la be (2.67) 
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and 

(2.68) 

From the previous theorem we immediately have the 
following: 

Corollary: In a four-dimensional space the most 
general vector densities 

BI =Bi(g.b;gab,e;gab,cd; Fable), 

C l 
= Cl(g.b;gab, e ; gab, cd; Fable) 

for which Bi Ii = 0, Clll = 0, and 

BI = alg Fli Ii if Rlikh = 0, 

Cl = bE iJa b Fabli if Rlikh = 0, 

are 

BI =alg Flili + Cpl +dQi, 

C l = bEliabFabli + Cpi + jQi, 

(2.69) 

(2.70) 

where a, b, c, d, c ,j are constants, and pi, QI are defined 
by (2, 67) and (2, 68) 

3. THE EINSTEIN-MAXWELL FIELD EQUATIONS 

In this section we shall obtain the most general quan
tities AiJ, BI, cl , a\, f3i h which satisfy the identity 

where 

(0 A Ii is a tensor density, 

Aii =Ali(gab;gab,e;gab,e;gab,cd; F ab ) , 

Aii =Aii, 

(ii) Bh is a vector density, 

Bh= Bh(gab;gab,e;gab, cd; Fable), 

Bh=·rgFhi lj if Riihk=O, 

(iii) C h is a vector density, 

C
h

= Ch(gab;gab,e;gab,ed; Fable)' 

Ch=EhiikFiJlk if Rlihk=O, 

(3.1) 

(3.2) 

(3.3) 

(3.4) 

(3.5) 

(3.6) 

(3.7) 

(iv) a i
h , f3i h are tensors, which are not both identical

ly zero, and 

aih= aih(gab; F ab), 

f3i h = f3i h(gab; Fab). 

(3.8) 

(3.9) 

As a consequence of (3.4)- (3.7), the corollary in 
the previous section is applicable and Bh and C h are 
thus given by (2.69) and (2.70) respectively. By virtue 
of this comment together with (3.2), we see that (3.1) 
can be expressed in the form 

AiJ;ab, cd gab. cdJ + Aij;ab F ab• J 

Ii ii 
+ M- + oA + ri A"i 

"g gab. eJ 00- gab. i aJ 
U ab,c ""'ab 

(3.10) 

where 

A'J;ab= oAiJ/oFab, (3.11) 

1496 J. Math. Phys., Vol. 18, No.7, July 1977 

Ai h = C a: i h + c (3i h' 

Ilih=da\ + f(3i h • 
(3.12) 

By differentiating (3.10) with respect to gab,cdJ we find 

which, when combined with (3.2) and (3.3) implies, in 
the usual way, 19 that 

(3.13) 

wher" aiiabed is a tensor density and 

(3.14) 

With this in mind we return to (3,10) and differentiate 
it twice, first with respect to Fab, J and then with respect 
to grs, tu, to obtain 

(3,15) 

We shall now show that both Ai hand Il i h must vanish 
identically, From (2067) and (2 068) it is easy to show 
that 

and (3016) 

where 

From (3.3) we obviously have 

which, by (3.15) and (3.16), reduces to 

21g Aibg ai _ 2Vji Aia gbJ + Il i hEhJba 

= 2"(I{Aib g ai _ 2,rgAJag bi + IlJhEhiba. (3. 17) 

If we multiply (3. 17) by gaJ' we find 

from which it follows that 

4VjiAib = llahEhiba. (3.18) 

This equation clearly implies that Aib must be skew
symmetric. 

We now return to (3. 17) and multiply it by ErJba to ob
tain, by virtue of (3.18), 

llir=_ll ri , (3.19) 

which, when taken in conjunction with (3.18), gives 
rise to 

Ilrs = - VjiErsib Aib • (3.20) 

From (3.15), (3.16), and (3. 20)"we thus find 

Aii;ab; rs, tu grsgtu = 4Vji (AibgaJ _ Aia g bJ + Aba g Ji 

_ AJagbi + AJbgia). (3.21) 

Equation (3.11) implies that 

which, when imposed on (3.21), leads to 
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Alb; ca g ai _ Ala; ca g bi + Aba; ca g JI _ Aia; ca g bi + Aib; ca g ia 

= Aid;abgci _ Alc;abgdi + Adc;abg'i _ Aic;abgdl + Aid;.bgic. 

(3.22) 
We shall now prove the following: 

Lemma: If AlJ is a skew-symmetric tensor which 
satisfies Aii = AiJ(gab; F ab ) and (3.22), then 

Ali = ClIFli, 

where 0' is a constanL 

Proof: We multiply (3.22) by g.i and let 

to find 

3Alb; ca _ Aid; cb + Aic;db _ Adc;ib = _ bCbgdi + bdb g ic. 

Multiplication of (3.24) by gic thus yields 

bM = bdb • 

(3.24) 

(3.25) 

~ now multiply (3.24) by gcb and note (3.25) to find 

bid = 8g id , (3.26) 

where 

{3 = ~ gij b lJ = (3(gab; }i'ab). (3.27) 

When (3.26) is substituted in (3.24), we see that 

3Aib;ca _ Ald;cb + Aic;db _ Adc;ib= (3(gd~[{ ic _ gCbgdi). 

In (3.28) we cycle on cdi to find 

Aib;ca + Adb; Ic + Acb;di = Aid;cb + Adc; ib + Aci;db • 

We subtract (3.29) from (3. 28) and obtain 

2Alb;ca _ Adb; ic _ Acb;dl = (3(gdbg ic _ g cb gdi). 

(3.28) 

(3.29) 

(3.30) 

The equation obtained from (3.30) by interchanging i 
with c is added to (3.30) to yield 

The equation obtained from (3.31) by interchanging i 
with b is subtracted frdm (3.31) to give 

(3.32) 

A comparison of (3.32) with (3.30) thus shows that 

which, when substituted in (3.29), yields 

Alb;ca + Adb;;c + Acb;dl = o. (3.33) 

Equation (3.33) is now substituted in (3.30) which gives 
rise to 

(3.34) 

We now differentiate (3.34) with respect to Frs to find 

(3;rs(g4bg Ie _ g cbgdl) = (3;ca(g Sbg Ir _ g rbg is), 

which, when multiplied by gdbglc yields 

so that, by (3.27), 

{3 = (3(gab), 
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whic h, in turn implies20 

(3 = const. 

Integration of (3.34) thus yields 

Alb =O'Flb + (3lb , (3.35) 

where ClI is a constant and {3ib is a skew-symmetric 
tensor and 

{3lb = (:llb(grs) , 

which implies 

(3ib= o. 

The latter completes the proof of the lemma in view 
of (3.35). 

This lemma, together with (3.20), thus implies that 

(3.36) 

However, (3.11) implies that 

(3.37) 

We now substitute (3.15), (3.16), and (3.36) in (3.37) to 
find, after some calculation, that the following must be 
an identity: 

O'(gjbRid + gidRlb _ gibRJd. _ g idRJb) = o. 

Since this has to be an identity we conclude that 

0'=0, 

which, from (3.36), implies that 

(3.38) 

identically. 

When (3,38) is substituted in (3.15) we find 

A ij;ab; rs, tu == 0, 

which is now applied to (3.13) and (3.14) to obtain 

A Ii; ab, ca = ai iabca (g rs). 

The latter equation is now integrated in the usual wail 
to give 

(3.39) 

where aii = ail C!{ab; .Fab ) is a symmetric tensor density, 
a is a constant, and eli is the Einstein tensor. Our 
problem will be solved once we have determined aIJ, 

which by (3.38), (3.39) and (3.10), must satisfy 

(3.40) 

We shall now prove the following: 

Theorem: The only tensor density aii which satisfies 

(3.41) 

and (3.40), where (\'i h' (3i h satisfy (3.8) and (3.9), is 

aif =- Avg[FihFi h- ~giJ(F"sFrs)l + JlvggiJ, (3.42) 

where A, Jl are constants. 

Proof: From (3.40) it is easily shown that 

(3.43) 

By virtue of (3.41) we must have 
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11i (a lag ib - a Ibg iO) + i3l,. Ehiab 

= 11i (aiag Ib - aJbg la) + 13 J hEhlab • 

We now apply to this equation the techniques used on 
(3.17) [which gave rise to (3.18), (3.19) and (3.20)] to 
find 

Vgalb=i3ahEhlba, a lb =_ abl, 

i3ah =- i3ha , i3ah =- i Ii Eahlb alb• 

Substitution of (3.44) in (3.43) thus yields 

elf;ab = 1 Vg[ alag Jb _ albg Ja + aJag Ib 

_ aJbg la + aabg Ii]. 

If the condition 

(3.44) 

(3.45) 

is now applied to (3.45), we obtain (3.22) with AIb;ed 

replaced by aib;ed, in which case the lemma following 
(3.22) implies that 

(3.46) 

where A is a constant. We now substitute this back into 
(3045) to obtain 

ei};ab= 1vgA(Fiag Jb_ Flbgia + FJaglb 

_ FJbg la + Fabg Ii). 

If we define T Ii by 

T Ii = - >eVg (Flh Fi h - ig Ii FrsFTs), 

we find 

T U;ab = _ 1 Ii >e(FHg fa _ FJag Ib + Flbg Ja 

_ FlagJb_ Fabgli). 

A comparison (3.47) and (3.49) thus yields 

ei};ab_ TiJ;ab=o, 

which implies that 

eli = T lJ + pH 

where pi} is a symmetric tensor density and 

piJ = pli (gab). 

In the usual way22 we find 

pIJ=/lligli, 

(3.47) 

(3.48) 

(3.49) 

(3.50) 

(3.51) 

where /l is a constant. This proves the theorem in view 
of (3.48), (3.50), and (3.51). 

It should be pointed out that this theorem is of inter
est in its own right since it augments some previous 
work23 on uniquely characterizing the electromagnetic 
energy-momentum tensor. 

We now apply this theorem to (3.39) which shows that 
eli is given by (3.42) and, in view of (3.44) and (3.46), 

(3.52) 

Substitution of (3.52) and (3.12) into the identifies (3.38) 
shows that 

c=d=e=!=O, (3.53) 
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which by (2.69) and (2.70) implies that 

BI = Ii FI} Ii' Cl 
=Eliab Fabl }. 

We have thus proved the following: 

Theorem: The only tensor densitiesAIJ, BI, C l which 
satisfy (3.1)-(3.9) are 

Ali =ali GiJ - >e Ii (F lh Fi h - t g Ii FTSFTS ) + /lli g Ii, 

(3.54) 

(3.55) 

and 

(3. 56) 

where a, A, /l are constants. 

The theorem stated in Sec. 1 is clearly an immediate 
consequence. 
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We obtain some new results on the role played by the classical action in nonrelativistic quantum 
mechanics. The results are of the same genre as those derived previously by Nelson from the Trotter 
product formula. Here we work with the exact expression for the classical action not the approximate one 
as used by Nelson. Our results give a precise relationship between classical mechanics and quantum 
mechanics for a fairly wide class of potentials. The results are derived by using the properties of a new 
definition of the Feynman path integral J introduced in an earlier paper. 

1. INTRODUCTION 

In a previous paper we gave a new definition of the 
Feynman path integral J in nonrelativistic quantum 
mechanics and developed some of its properites. 1 We 
continue this investigation here exploring the connection 
between our definition of J and some of Feynman's 
original ideas on the path integral. It turns out that our 
definition of) is particularly well suited to answer one 
of the early questions posed by Feynman's work-the 
question of the precise relationship between classical 
mechanics and quantum mechanics. One aspect of this 
question is the problem of obtaining classical mechanics 
as the limiting case of quantum mechanics when 'Pi - O. 
This aspect was discussed in our previous paper in 
terms of the quasiclassical representation, and we shall 
only mention this topic briefly here. There is, however, 
another related aspect which we now outline. 

We restrict our attention to the mechanics of a single 
particle in one space dimension. Generalization of our 
work to a space of higher dimension than one is 
straightforward. We also choose units so that the par
ticle mass 111 = 1, and Planck's constant divided by 21T, 
'Pi = 1. Let (P n 1') denote the polygonal path, defined for 
TE (0, t) by 

(PnY)(T) = Yj + (T - jt/n)(rj+l - Y)n/t, 

jt /11 < T < U + 1)//11, 

j = 0, 1, 2, ... , n - 1, where initially Yj are fixed and 
arbitrary, save for }n and }n = O. 2 We denote by (P n I' 
+ X) the polygonal path defined by 

(Pnr+X)(T) = (Pni')(T) +X, Tee: (0, I), 

for a constant X, so that (Pny+X)(T=t)=X; and 
Scl[Pni'+Xj denotes the classical action of a particle 
of mass unity in a potential V, traveling with a con
stant velocity along each of the segments of the path 
(PnY+X), 

n-l (i' })2 It 
Sc1[Pn y+xl =B j2~~ j - 0 V[Pny+xldT, 

where M = tin. 

Now let z)!(X, t) be the amplitude for the quantum 
mechanical particle of mass unity, moving in the po
tential V, to be at X at time t. Then, using earlier 
work of Dirac, Feynman conjectured that 

(1) 

(2) 

(3) 

iJ;(X, t) = limNn J d"y exp{iS c1 [Pny + X]} z)!(yo +X, 0), (4) 
n-~ 
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where Nn = (21Ti t:.1)-n/2 is a normalization constant and 
dny= dyu dYl ... dYn_l, each integration being from _ 00 

to + 00. 3 

In Eq. (4), iJ;(X, I) would be the solution of the Cauchy 
problem for the Schrodinger equation with potential V. 
The first rigorous proof of a result analogous to (4) was 
given by Kac for the heat equation with the potential 
V.4 The corresponding result for the Schr&linger equa
tion was given in a beautiful paper by Nelson. 5 Essen
tially, Nelson makes the replacement 

lot V[Pny+xldT 

n~ [(j+l)1ln . , _ =L .. I' V[X+'j+(T-Jf/n)(Yj+l- Yj)t:.t 1 jdT 
j =0 J t n 

n_l 
-~ v[Yj+xlt:.f, (5) 

j=O 

corresponding to a Riemann sum approximation to the 
potential term and then, making elegant use of the 
Trotter product formula, he proves the validity of (4).6 
In this paper we make no such replacement, but, by 
using the properties of J deduced in our previous paper, 
we prove the validity of (4) for a wide class of poten
tials V(·) and a wide class of initial wavefunctions 
iJ;( . , 0). In this way we establish a precise relationship 
between claSSical mechanics and quantum mechanics. 
This relationship is summarized in Theorems 6 and 7 
of the Conclusion. 

Our definition of J is based upon the properties of 
the underlying space of paths for spinless nonrelativistic 
quantum mechanical particles. Following previous 
authors we choose this path space to be H, the Hilbert 
space of continuous functions Y(T), defined for T E (0, f), 
normalized so that y(f) = 0, with weak derivative dy/dT 
E L 2(0, t) and with inner product (y', 1') = It (dy' /dT) 
x (dy / dT) dT. In Theorem 1 we prove that in the inner 
product norm topology H is a real separable Hilbert 
space, easily realized in terms of Fourier trigono
metric series. We now give our definition of J for 
complex-valued functionals J1 1'1 defined on the space of 
paths H. 

We define the linear map P n : H - H by identifying, in 
Eq. (1), Yj with yUt/n), I' E H, so that, for j = 0, 1, 2, ... , 
n-l, 

(Pn Y)(T) = yUt/n) + (T - jt/n) [ yU + It/n} - yUt/n) It:.r1, 

jt/n ~ T < (j + l)l/n. (6) 
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Letf[y] be a cylinder functional, i. e., a functional 
depending upon y(a j ) for only a finite number of times 
aj=jt/n, j=O,l, •.. ,n-l, f[y]=f[Yo"",Yn_l]' For 
such a cylinder functional we shall use the shorthand 
notation 

J n[fl =Nn jryexp ~ E (Yj2~~ YY) 

x f[ Yo, ... , Yn_l1, (7) 

whenever this integral exists. 

Definition: Let f: H - C be a functional with domain 
H and let If oPn) be the composition with P n. Then we 
define the Feynman path integral J [f] by 

whenever this limit exists. We say thatfE:J(p~H) iff 
this last limit exists. 

The above formulation is simpler than the one given 
in Ref. 1, which was introduced as an extension of 
JDAH' the DeWitt and Albeverio, and H6egh-Krohn7 de
finition of the Feynman integral (see definitions follow
ing Theorem 2). The formulation in Ref. 1 can be ob
tained by writing down the Parseval identity for the 
right-hand side of Eq. (7) before taking the limit n - 00 

in Eq. (8). The definition given here avoids the com
plication of taking the Fourier transform of the func
tional If 0 P n)' However, we shall see that the new for
mulation is equivalent to that in Ref. 1 for all reason
able functionals. Because of its simplicity we shall 
use the new definition of J. Moreover, the problem of 
establishing the relationship between classical mechan
ics and quantum mechanics is easily expressed in terms 
of this J. 

Let I/!(X, t) be the solution of the Schrodinger equation 

. ill/! 1 a2 </l 
zaT=-2W+ v1x ]</l, (9) 

with Cauchy data </leX, 0) = <p (X). Then proving the vali
dity of (4) is equivalent to proving that 

</leX, t) =J[exp{- i .rot 
v1Y(T) +X]dT}<P[y(O) +X]]. (10) 

In the following we prove the validity of (10) for a wide 
class of potentials V and a wide class of initial wave
functions <p. Our proofs exploit the underlying Hilbert 
space character of the path space H and the important 
property that H has a reproducing kernel G(a, .) E: H, 
G(a, T) =t - auT, where auT denotes sup{a, Tr, the re
producing kernel property being 

(G(a, T), yeT»~ = yea), 'fIYE: H, 'fIaE: [0, t]. 

This last fact, the elementary Lemma 1 of the next 
section, and the previously established properties of 
JDAH are the crucial elements in our proofs. 

2. BOUNDED CONTINUOUS POTENTIALS 

(11) 

In this section we prove the validity of Eq. (10) for 
potentials V and initial wavefunctions <p which are the 
Fourier transforms of measures of bounded absolute 
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variation. The Fourier transforms of measures of 
bounded absolute variation are necessarily bounded and 
uniformly continuous. When V is the Fourier transform 
of a measure of bounded absolute variation we shall 
simply refer to V as a bounded continous potential, even 
though this is not sufficient to characterize V complete
ly. We establish this result by proving a theorem (The
orem 4) connecting our path integral J with the path 
integralJDAH of DeWitt, Albeverio, and H6egh-Krohn. 
We first give a concrete realization of the space of 
paths H and establish the reproducing kernel property 
for H in Theorem 1. We then prove a number of tech
nical theorems and lemmas by exploiting the results of 
Theorem L These will lead naturally to Theorem 4. 

Theorem 1: H is a real separable Hilbert space in 
the inner product norm topology, Y (- H iff =j constants 
au, an, !3 n E:R. with L:{"( Q~ + (3~) < 00, such that 

and 

~ a t (21T11T) 
yeT) = ao(T - t) + 6 -2n sin -,

n=1 1T1/ 

~ !3nt +0-
n=1 21Tn 

[ ( 21T1IT)] 1-cos -,- , TE[O,'1, 

H has a reproducing kernel G(a, T) = t - arT, where I' 

denotes the maximum. 

(12) 

(13) 

Proof: We prove first that if u is a continuous function 
on (0, t) with weak derivative zero and uU) = 0, then 
U(T) = 0, T E: (0, t). If U has weak derivative zero on 
(0, t), then 

(14) 

Let {hj} be an approximate identity on Rl, i. e., {hjt is 
a sequence of functions Ilj(T) =.ih{jT), j = 1,2, ... , h > 0, 
hE: Co oo and fll(T) dT = 1. Define If by If(T) = r U(T) dT', 
T E: [E, t - El, If(T) = 0, otherwise; 1/2 E' 0. If is con
tinuously differentiable on (E, 1 - E) and If has compact 
support l [E, t - E1. Then, defining l'j = (h j * [Je), l'j(T) 
-If(T), as j - co, T.c (E, 1- E) and, for sufficiently large 
j, 1'; cD (0, t). Also partial integration gives 

j t-. d 
;'(T)=- -,h(T-T')lf(T')dT' 

J • dT J 

j t-. 
=_ [hj(T - T')lf(T)];-' + Ilj(T - T')U(T') dT' 

• 

=_ II j (T- t + E)lf(t - E) + ft_e hj(T- T')U(T')dT'. 

(15) 

HenCe,I'j,cD(O,t)=-· 

asj-oO. (16) 

Since U is continuous on (0, t) and lim.,._ t_I/(T) =- /l(t) = 0, 
by choosing E as small as we please, we obtain 
UIU(T')12dT'=0=>U(T)=0 a.e. (O,t). However, 1I ib 
continuous =- S ={ T E: (0, t) I /leT) '* o} is open. Thus, if 
S,* 4>, '\[s] > 0, where ,\ denotes Lebesgue measure. 
Therefore, u(T) = 0, T C (0, t). 
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The crux of the above is that continuous functions on 
the interval (0, f), vanishing at one end, are uniquely 
determined by their weak derivatives. Therefore, YE H 
is uniquely determined on (0, t) by its weak derivative 
dy/dT E L2(0, t). However, any function dy/dT E L2(0, t) 
can be written as an a. e. convergent Fourier series 

dy ~ (27T11T) - (T) = a o + ~ an cos --
dT n:1 t 

~ . (27T11T) +0f3n sm -,- , a.e. TE[O,t], 
n"" 

a o, an, f3 n being the usual Fourier coefficients with 
Li(a~ + f3~) < 00. 

Consider the function y defined by 

~ at (27TnT) yeT) = ao(T - t) + 0 -2 n sin -,-
n=1 7Tn 

+ E ~~11 [1- cose;11T)] , TE [0, fl. 

Then the Cauchy-Schwarz inequality shows that the 

(17) 

(18) 

rhs is absolutely and uniformly convergent in [0, f], and 
so yeT) must be continuous and clearly y(t) = 0. We now 
show that y has the weak derivative dy/dT. Denote the 
Nth partial sum of the rhs by SN' Then, uSing uniform 
convergence, 

(y, v) = lim (SN, 1), 'fI l' Ef)(O, f) 
N-oo 

'fIVEf)(O,t). 

(19) 

However, M ISN - dy/dT 12 dT - ° as N _00 and the 
Cauchy-Schwarz inequality for integrals yields 

lim (SN' 11) = (dy/dT, 1), 'fIUEf)(O,t). 
N-oo 

Combining the last two equations, we arrive at 

'fI1' ED(O, t), 

(20) 

(21) 

and y has weak derivative dy /dT as asserted. From the 
first part of the theorem y is the unique continuous 
function on (0, t) with y(t) = ° and weak derivative dy/dT. 

It follows trivially that 

j td dy tOO 
II yll2 = d

Y 
-d dT = t a~ + -2 E (Q~ + (3~) < 00. 

OTT 1 
(22) 

This proves that H is a real separable Hilbert space in 
the inner product norm topology. 

The reproducing kernel property follows because 
(dG/dT)(a, T), the weak derivative of G(a, T) =t- avT, 
v being the maximum, is given by (dG/dT)(a, T) 
=- 8(T- a) and 'fIYEH 

(G(a, T), y(T» = _It dy dT = yea) 
a dT ' 

the last step following by integrating on a. e. conver
gent Fourier series term by term. 10 This proves the 
theorem, We also need Theorem 2. 

(23) 

Theorem 2: The linear map P n : H - H is a proj ection, 
and, if I: H - H denotes the identity, then P n !!. I, in the 
strong operator topology on L (H, H), as n - 00. 
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Proof: From the definition of P n it follows easily that 
P~ =P n' In terms of the reproducing kernel G(a, T) 
= t - avT, v being the maximum, we have the important 
identity 

n-1 [(T+1t) Ijt)] (PnY)(T)=f'o G -n-,T -Gtn,T [Yj+1- Yj]t.t-1, 

where Yj = y(jt/11) , j = 0, 1, 2, ... ,11. 

From the reproducing kernel property, 'flY, y' E H, 

n-1 
(y', PnY) =~ (Y;+1- y~)(Yj+l- Yj)t.t-1 = (Pny', y). 

j=O 

The closed graph theorem now implies that P n is a 
projection. 11 

(24) 

(25) 

To complete the proof, we are required to prove that 
V ={yE HI liP nY - yll - ° as n - oo} =H. For a proof of this 
result we refer to Theorem 4 of Ref. 1. 

Following Albeverio and H.,)egh-Krohn, 12 we now 
introduce a space of measures on H. We choose as a 
convenient a-field on H the a-field generated by the 
subsets of H open in the inner product norm topology. 

Definition: M(H) is the space of complex-valued mea
sures of bounded absolute variation on H, JJ. E M(H), 
iffllJJ.II=JldJJ.l<oo.llllisanormonM(Fl). 

We also require the space of functionals on H, each 
of which is the Fourier transform of a measure in 
M(H). 

Definition: The space of functionals J (H) is defined 
by f EJ (H) iff fry] = J exp[- iCy', y)] dJJ.(y \ JJ. E M(H). 
We now define J DAH the path integral of DeWitt, 
Albeverio, H.,)egh-Krohn. 

Defi11ition: When f EJ (H), f[ y] = f exp[ - iCy', y) 1 dJJ.(y'), 
JJ. E M(H), JDAH(/) is defined by 

(26) 

We remark here that JJ. E M(H) ensures JDAH(/) exists. 
For the continuous function exp[ - (i/2) II Y112] is Borel 
measurable and 

IJDAH(/) I"" .r I dJJ.(Y') 1= IIJJ.II d~f 11.lll o• (27) 

It is not difficult to establish that II 110 is a norm on 
J (H). Also, the separability of H implies that if f 
EJ (H) is the Fourier transform of the measure JJ. 
E M(H), then JJ. is uniquely determined by f. Thus, J DAH 
is well defined. The important properties of M(H), 
J DAH are given in Refs, 1 and 6c. The property which 
we are particularly interested in is the content of the 
next theorem due to Albeverio and H.,)egh-Krohn. 13 

Theorem 3: The solution of the Schrodinger equation 

(28) 

with Cauchy data </J(X, 0) = ¢(X) = f exp(iaX)dv(a) E L2fA 1), 
with a real-valued potential V[X] = f exp(i aX) dJJ.(a), 
JJ., v being of bounded absolute variation on R 1, is 
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</I(X, t) "" JOAH[exp( - i(o! V[ Y(T) +X] dT}¢[ Y(O) + x]], (29) 

exp( - iIo! V[ Y(T) +X] dT}¢[ 1'(0) +X] E:J (H). 

Proof: See the proof of the Feynman-It6 formula in 
Ref. 1 or 6(c). 

Before proving the main results of this section we 
need an elementary but important technical lemma. 

Lemma 1: For real a, b ' 0 =-] a finite constant C(b) 
such that 

\ fo• exp(ibt2
) dt \ ,,:: C(b), (30) 

uniformly a E: (0,00). 

Proof: Consider the simple closed contour C in the 
complex t plane: 

C={t\argt=O, 0,,:: \t\,,::a; 0",:argi"'7T/4, 

\t\ ""a; argt= 7T/4, 0":: \t\,;a}. 

Then Cauchy's theorem implies ~c exp(ibt2
) dt =0. O. De

note the curved part of C by c; then we obtain 

Clearly, for (( E: (0,00), 

We must establish a similar bound for fc exp(ibt2
) dt. 

Putting t = (( exp(i e) gives 

\ [ exp(ibt2) dt \ ~ a r /4 exp(- ba2 sin2e) de 
.. c . 0 

(31) 

= (a/2)fo' /2 exp(- ba2 sinu) du. (33) 

However, for 0 ~ 11":: 7T/2, (sinu)/u.> 2/7T, and so we 
obtain 

=(7T/4ab)[1- exp(- ba2)]. (34) 

When a E: (0, 1), applying the mean-value theorem to the 
rhs of the above gives 

I.fc exp(ibt2
) dt I.,; 7Ta/4 < 7T/4. (35) 

When a E: [1, 00), consider f(a) = a-1(1_ exp(- ba2)). Then 
f(a) is continuously differentiable on [1,00) and f(a) - 0 
as a - 00. Also, !'(a) = 0 => exp(- ba2) = (2a2b + 1)-1. It 
follows that, for a cc: [1, 00), 

\1 exp(ibt2
) dtl ~ (7T/4ab)[2a 2b/(2a2b + 1)] < 7T/4b. (36) 

c 

Putting C(b) = (7T/4b)1 /2 + (7T/4)V(7T/4/)) , where v is the 
maximum, proves the lemma. 

We now give the main result of this section. 

Theorem 4: J (H) C J (p ~H) and J is an extension of 

JOAH' 

Proof: Let! E:J (H) be given by j[ 1'] = J exp[ - i(Y', 1')] 
xdlJ.(Y'), IJ. E. M(H); then we prove as a first step that 
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In(foPn] = ( exp[- (i/2)(Y,PnY)]dlJ.(Y). (37) 

From Eq. (24) we observe that 

(fo P n][ 1'] == f exp (- i £ (Y;+l - Y;)(rj+l - Yj) c.t-1
) dlJ.(y'), 

(38) 
where Y; =r'(jt/n), Yj ==y(jt/n), j =0,1,2, ... , n, and 
M =t/n. 

Fubini's theorem implies that 

I R JR (i n-l ) 
N n _R ... _R exp '2E(Yj+l- Yj)2c.t-1 (foPnj[yjd"Y 

== jalJ.(r')fR[ 'I], (39) 

where fR[ 1"] is given by 

fR[ '11 ==Nn exp (- ~ B (1'/+1 - YJ~2c.rl) 

J R_YO f R-Y~_l (i n.::~" 2 1) n " 
X • ,exp '2 U (Yj+l - yI') c.t- d I' • 

_(RHO) -(R+Yn_l) J=O 

(40) 
Y! being defined by 1';' = {j - Y~, j = 0,1,2, ... ,11- 1, 
elny" ""dy~··. dY~'_l' However, from Lemma 1 we de
duce =-] a constant 1.1, independent of Rand 1", such that 

IfR[y']1 ~ M. (41) 

What is more, we easily see that 

, l·~ I '2_1 

( 

. n-l ) 
fR[ I' 1- exp - '2 f-:o ('rj+l - /) M 

=exp (_~(yl,Pnyl)), (42) 

as R - 00. The dominated convergence theorem for the 
measure J1. then yields 

I R fR (i n
_
1 

) In(fcPn]=limNn ... exp ·Z6(YJ+l-Yj)2c.1-1 
R - 00 _R _R J=O 

X (foPn][ y]d"y= Jexp (- ~ (,', Pn,I)) dlJ.(Y ' ), 

as asserted. 

We have already seen that, VI" E H, IIPny' _ 1"\\2 

= 1 (1",1") - (1", Pny') 1- 0, as n _00. It follows that, 
Vy'E H, 

I exp[ - (i/2)(Y', pny' )] - exp[- (i/Z)(y ' , ,'ll \- 0, 

(43) 

as 11 _00. (44) 

Since lexp[- (i/Z)(y',Pn'y')]- exp[- (i/2)(Y', y/)ll": 2, a 
second application of the dominated convergence theo
rem for the measure IJ. yields 

\J n(fo P nl- J OAH(f] \ ~ J \ exp[(- i/2)(y', P n 1") j 

- exp[(- i/2)(Y', y') 1\\ dlJ.(y') \- 0, 

as n-oo. 

Thus, J (H) C J (P ",H) and J is an extension of JDAH' 
proving Theorem 4. 
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Combining the last two theorems proves the validity 
of Eq. (10) for potentials V and initial wavefunctions rp 
which are the Fourier transforms of measures of 
bounded absolute variation. Hence, as promised, we 
have established a precise relationship between classi~ 
cal mechanics and quantum mechanics-the one given 
in Eq. (4) for the above potentials and initial 
wavefunctions. 

The restriction in the above result to bounded conti
nuous potentials seems somewhat unsatisfactory. How
ever, Theorem 4 has an elementary corollary which 
suggests that this restriction is artificial. 

Corollary: The solution of the Schrodinger equation 

i il</J = _! a2</J + V[X]</J (46) 
af 2 ax2 . 

with Cauchy data </J(X, 0) = rp (X) = I exp(i /XX) dv( a), with 
v a measure of bounded absolute variation on pi and a 
real-valued potential V[X] = BX + C, is given by 

Proof: A distinguished role is played by the classical 
path Y' E H defined by 

Y' (7) = (a - Bt)(7 - t) - (B/2)(7 _ t)2 

= - (a - Bf)G(7, 0) - (B /2)(7 - t)2, 7 co: (0, f), (48) 

where y'" (7) = - B, y'" (7 = 0) = a, and V' (7 = t) = O. [Note 
that the map p - H defined by a - V' ( .) is continuous and 
{a I V' E 0 = H, 0 open} is therefore open. ] 

The following identity obtained by partial integration 
explains why V' is important in this problem. For v[xl 
=BX+C, 

a[X + yeO) 1- fot v[x + y(7) 1 d7 = /XX - (BX + C)f 

- (V', y), (49) 

where (, ) is the inner product on H. We can now de
duce thatJhl= exp{ - i It v[x + Y(7)]d7}rp[X + Y(O)] 
EO J (H), when rp (X) = f exp(i /XX) dv( a), v being of bounded 
absolute variation. To see this, define the complex 
measure v on pi by 

~(A) = exp[ - i(BX + C)f 1 r ~ exp(i /XX) dv( a), (50) 
,'a\..-_A 

for each Borel A C/<..l. Consider the measure /lH defined 
by 

/lH(A) = v[{ Q I Y' EAt 1, 
for each Borel A = H. We shall show thatf is the 
Fourier transform of the measure /lH E M(H). 

Let x[ 1 be any real bounded continuous functional 

(51) 

g: H -I< 1. Define gr ( . ) the real bounded continuous func
tion gr :R.I_P! by 

gr(a)=gb""]. (52) 

Then, according to the definition of /lH, we obtain 

~~ 111 f,-I rm ~)J _ m~~ 111 - [{ 1-""- _I [111 ~)}J m~~ 2" /lH Lg L'l"' 2" - m~~ 2" v arE g 2"' 2" 
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Hence, for all such real bounded continuous functionals 
g, 

We can then deduce that 'f/YE H 

I exp[ - i(y', y) 1 d/lH(Y') = f exp[ - i(V', y) 1 d~( a) 

= J exp{i[ /XX - (BX + C)l 

- (Y', y)l}dv(a). 

From Eq. (49), we obtain'f/YEH 

f exp[ - f(Y', y) 1 d/lH(Y') =j[ Y 1, 

as asserted. 

(54) 

(55) 

(56) 

It is not difficult to show that /lH co: M(H) follows from 
the fact that v is of bounded absolute variation and so 
f EJ (H). Theorem 4 then gives 

= r exp[- (i/2)(y', y')]d/lH(y') 

=J dv(a)exp{i[(X- af/2)(a-Bt)-B2f3/6-Ctl}, (57) 

where in the last step we are using Eq. (54). 

A simple Fourier transform shows that 

J exp(i a ~)G (X, ~, t) d ~ 

= exp{i[ (X - af /2)( a - BI) - B2f3/6 - Cfl}, (58) 

where G(X, ~,t) = (211il)-1 /2 exp{ _ i[ (Bf /2)(X + ~)2 + B 2t3/24 
+ Ctl} is the Green's function of the original 
Schrodinger equation. 14 Taking Fourier transforms as 
in the last part of the proof of Theorem 5, we finally 
obtain 

J [exp{ - i C V[X + y(7) 1 d7}rp[X + y(O) n 
, 0 

= r G(X, ~, t)</J(~, 0) d ~ = 1f;(X, I), (59) 

proving the corollary. 

In the last corollary the potential V = (BX + C) is cer
tainly not bounded, but we have seen that the precise 
relationship given in Eq. (4) between classical mechan
ics and quantum mechanics is still valid for this poten
tial. This raises the question as to the types of potential 
for which Eq. (4) is true. In the next section we show 
that the result (4) also holds for the harmonic oscillator 
potentials V=AX2 +BX+C, A >0. 

3. HARMONIC OSCILLATOR POTENTIALS 

We consider the harmonic oscillator corresponding 
to the potential V =AX2 + BX + C, A '- O. This potential 
V is unbounded and V is, therefore, not the Fourier 
transform of a measure of bounded absolute variation. 
We must now see whether the relationship (4) is valid 
for potentials V of this kind. 
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The first step in dealing with potentials V of this kind 
is to prove that if G(X, ~, t) is the Green's function of 
the corresponding Schrodinger equation with initial con
dition 1]J(X, 0) = o(X - ~), then G(X, Q, t) =lim'_o+f exp(iQ~ 
- E~2)G(X, ~,t) d~ is given by 

G(X, G', t) = J [exp{ - i Jot V[X + Y(T) 1 dT} 

x exp{i Q[x + Y(O)]}]. (60) 

We have already seen that this identity is true if V is 
of the above type with A = O. Equation (60) is also valid 
when V is the Fourier transform of a measure of bound
ed absolute variation. This follows from the results of 
the last section by considering the Cauchy problem with 
initial data <J!(~, 0) = ¢,W = exp(i G'~ - E ~2) E L2(f..1), E '> O. 
Clearly ¢,(~) is also the Fourier transform of a mea
sure of bounded absolute variation, E> O. Therefore, 
ifG,(X,Q,t)=fexp(iG'~-E~2)G(X,~,t)d~, E'>O, we have 

G,(X, G', t) = J [exp{ - i.fot V[X + Y(T») dT}¢, [X + y(O) )]. 
(61) 

I 

In the Appendix we give a simple argument to show that 
1I¢.[X+Y(O»)-¢o[X+Y(O)]ll o-O+, as E-O+. For poten
tials V which are the Fourier transforms of measures 
of bounded absolute variation, Eq. (60) now follows from 
Eq. (27) and Theorem 4. 

We now prove the validity of Eq. (60) for the harmonic 
oscillator potentials V =AX2 + BX + C, A,> O. We then 
go on to prove that for potentials V of this kind, the 
solution of the corresponding Schrodinger equation with 
Cauchy data zJ!(X, 0) = ¢(X) = f exp{iG'X) dV(Q), V again 
being a measure of bounded absolute variation on R 1, 

is given by 

1]J(X, t) = J [exp{ - i Jot V[x + Y(T) 1 dT}¢[X + y(O) ]]. (62) 

This is the result in Theorem 5. Before proving Theo
rem 5, however, we require a number of elementary 
technical lemmas-Lemmas 2,3,4. 

Lemma 2: Let D"-l(wt/n) be the (n-1)X(n-1) determinant 

2 - 2w2Ll.t2 /3 -1- w 2 Ll.t 2/6 0 0 0 0 

_1_w2Ll.t2/6 2 - 2102 L).f2 /3 _ 1 - WZ L).fz /6 0 0 0 

D"-l(1Ot In) = 0 _1_u,zLl.tz/6 2 - 2w2 Ll.t2/3 - 1- W
2Ll.t2/6 0 0 

o o o o 

where Ll.t = t /no Then, for sufficiently large 11, 

Dn-1(wt/n) =n(sinwt)/wt + (wt/6) sinwt + 0(11-1), 

the constant in the term 0(n-1
) being dependent on wt. 

Proof: Expanding Dr(1Ot/n), the corresponding (rx r) determinant (n'> r), by the elements of the first row, 

where a = 2 - 2w2Ll.t2/3 and b = - 1 - w2L).f2/6. Let u+ and 11_ = u~ be the roots of the quadratic equation 

1/2 _ au + b2 = O. 

Then, since (aZ _ 4h2) '* 0, Dr :=cAu: + BII:, r = 1,2, ... , where Au+ + Bu_ = a, Au~ + Bu~ = a2 _ b2
• 

It follows that 

1I.=a± (a2 _ 4b2)1 /2/2 = 1- w2Ll.tz/3±iwL).f(1_ wZL).fz/12)1 /Z, A =B* =(_ au_ + a2
_ b2)/u+(u+-lIJ. 

Then, for sufficiently large n, 

Denoting the principal branch of the logarithm by In, we have in the cut complex z plane, the cut being (- 00, - 1), 

(63) 

(64) 

(65) 

(66) 

(67) 

In(1+z)=z-z2/2+z3/3_z4/4+""lzl<1, (69) 

where the above series is absolutely convergent in the disc, I z 1< 1. It follows that, for sufficiently large n, 

11 In(u.) = n[± iwLl.t + w 2 Ll.tZ /6 =F iu? Ll.t3 /24] + O(n-3
) = ± iwt + w2t Z /6n =F iw3t3 /24nz + O(n-3

) (70) 

and 

(71) 

Also, from above, for sufficiently large n, we obtain 

A =B* =(1 +iwLl.t +\:tW2Ll.t2)/2iwLl.t +O(Ll.t2). (72) 

Writing D n
-
1 (wt/n) = (A/u.)u: + (B/uJu~, the required result follows from Eqs. (68), (71), and (72). 
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Lemma 3: Let M denote the (nxn) matrix 

1- w2~t2/3 -1- w2~t2/6 0 

_ 1- w2~tz/6 2- 2w2~tz/3 -1- wZ~tz/6 

M= 0 _ 1- wZ~t2/6 2- 2wZ~t2/3 

0 

0 

_ 1- wZ~tz/6 

o 
o 
o 

o 
o 
o 

•••••••••••••••••••••• a o. 0 •••••••••••• 0 ••••••••••••• • •• • •• ••• Q ••••••••••••••••••• 

o o o o 

where ~t = tin. Let Mi~ denote the (i, j)th entry of the matrix inverse M-1
• Then 

Mit =n(tanwt)/wt + 0(1), Mi~ = M;J = 1/coswt + 0(n-1) 

and 

M~~=1+(wt/n)tanwt+0(n-2), wl*m1T/2, m=O, 1, 2,···. 

Proof: First of all we prove detM = coswt + 0(n-1), for sufficiently large n. From the previous lemma 

D n-1 = 2R. P. [(exp(iwt)/2iw~t)(1 + wZ~t2)(1 + wZt~t)/6l + O(~t), 

Dn-2 = 2R. P. [(exp(iwt)/2iw~t)(1 + w2~tZ)[ (1 + wZt~t)/6 ](1 - iw~t)] + O(~t). 

Splitting up the third bracket in D n
-
2

, gives 

Dn-2=Dn-1 _ R. P. [exp(iwt)(1 + w2~t2)(1 + w2t~t/6)] + O(~t) =Dn-1 _ coswt + O(~t). 

Expanding detM by the first row, we obtain 

detM =D"-1 _ D"-2 + O(~t) = coswt + 0(n-1). 

We then have 

Mi~ = Dn-1 /detM = (n tanwt)/wt + 0(1), Mi~ =M~~ = (- 1)n-1(_ 1- wZ~t2 /6)n-1 /detM = 1/coswt + 0(n-1), 

wt * (m + i)1T, m = 0,1,2, .. '. Further, from the above expression for the matrix M, we obtain 

M;;' =[(1- w2~t2/3)Dn-2_ (1 +w2~tz/6)2D"-3]/[(1_ w2~t2/3)D"01_ (1 +w2~t2/6)2Dn-2l. 

Substituting for D"-1 in terms of Dn-z and Dn-3 from the recurrence relation for Dr, we obtain 

M;;' = [1 _ w2~tZ /3 _ (1 + wZ~tZ /6)2D"-3 /Dn-Z]/[2 (1 _ W Z ~tZ /3)Z _ (1 + wZ~t2/6)2 _ (1 _ wZ~t2 /6)ZD n-3 /Dn-Z]. 

Arguing as in Eqs. (76) and (77), we easily deduce 

Dn-3 = Dn-2 _ cosu'! + o.(wt)wAt + O(~tZ), 

(73) 

(74) 

(75) 

(76) 

(77) 

(78) 

(79) 

(80) 

(81) 

(82) 

where 0. is a finite real-valued function, whose detailed structure is unimportant. From the previous lemma, we 
obtain, for a finite real-valued (3, 

Dn-3/Dn-z = 1 _ w~t cotwt + wZ~t2{3(Wt) + 0(~!3), wi * m1T, 111 = 1,2, . . . . (83) 

Substitution of this expression into Eq. (81) leads to the desired result for M~~. 

Lemma 4: Let f,.[ y] = exp{ - i It (w2 /2)[X + Y(T)]2 dT} exp{i a{X + y(O)}. Then, for wl* m1T/2, 111 = 1,2, ... , 

J (foJ y]] =limJ n(fa oPnl = (coswl)-1/2 exp{ - (i/2)(lf /w + WX2) tanwt - 2aX secwtl}. (84) 

Proof: First of all we have 

f l n-ljU+1)lln[ (jt) nJ2 n-1 t 
[X +PnY(T)]2dT =.0 X+Yj+ T-- (Yj+l-Yj)-t dT=t~(Y?+Y~Y~+1+Y;;1)-' 

o j =0 it 1 n n j =0 n 
(85) 

where Y~ =X + Yj and Yj = y{jt/n), j = 0, 1,2, ... , n, Y being normalized so that y(t) = O. Therefore, we arrive at 

f (.n01(1 ')2 '2n-l('2 II 12)~t ) 
J r.,. op ]-N !:.l' Yj+l-Yj _~'" Yj +YjYj +l+ YJ+1 +' 'dn ' 

nU a n - n exp 2 ':-' ~t 2 LJ 3 Z QY 0 Y , 
J=O J =0 

(86) 

where ~t = tin. Putting Y; = Yj(~t)1/2, j = 0, 1, 2, ... , n - 1, gives 

J n(fa 0 P n] =Nn(~t)n/2 exp(- iw2~txZ /6 + ix2 /2~t) J exp[(i/2)y MY] exp(iy c) d"y, (87) 

where M is defined as in the previous lemma, Y = (Yo, .•• , Ynol) and 

For a real (nXn) nonsingular symmetric matrix M and a real (n X 1) column vector c, 
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J exp[ (i/2) Y My] exp(iY c) d"y = (27Ti)n/2(detM)"1 12 exp[ - (i/2)(cT M-1c)], 

where on the rhs we choose the branch of the square root to be positive on the positive reals. 

Thus, we arrive at 

J nfi,. 0 P n] = (detM)-l 12 exp(- iw26tx2 /6 + ix2 /26t) exp[(- i/2)(cfMi~ + 2C1C~i~ + c~M~~)]. 

Using the previous lemma, for fixed values of X and t, we obtain 

J nfi" 0 Pn] = (coswt)-1/2 exp{ - (i/2)[( (NW + WX2) tanwt - 2uX secwl)} exp[O(n-1) + O( a 2n-1 ) + O( all-I)) 

wt"in1rr/2, 111=1,2,···. This proves the lemma and Eq. (80) for the potential V=W2X 2/2. 

We now prove the main result of this section-Theorem 5. 

Theorem 5: The solution of the Schrodinger equation 

. al{! 1 a2 l{! 
zaT=-Z ~+ V[X]l{!, 

with Cauchy data l{!(X, 0) = r:b (X) = J exp(i aX) dv( a), v being a measure of bounded absolute variation, with a real
valued potential V[X] =AX2 + BX + C, A "0, is 

</J(X, t) =J[exp{ - i( V[X + Y(T)]dT}¢[X + Y(O)]), 

(2A)1/2t"i1717T/2, m=l, 2,···. 

(88) 

(89) 

(90) 

(91) 

(92) 

Proof; We write V[X]=AX2+BX+C=A(X+B/2A)2+(C_B2/4A)=W2X'2/2+wo, whereX'=X+B/2A, w=(2A)1/2, 

and Wo = (C - B2/4A). Then, putting </J'(X', t) = exp(iwot) </J(X, t), reduces the Schrooinger equation to 

o al{!' 1 a2l{!' w2X'2l{!' 
tTt=-Z aX,z+--2-

With Cauchy data </J'(X', 0) =¢'(X') = </J(X, 0) =¢(X). We shall show that, for wt"imrr/2, m = 1,2,"', 

</J'(X', t) = J [exp{ - i r t (w2/2)[X' + y(T»)2 dT}¢ '[X' + y(O)]], 
o 0 

for ¢' (X') = ¢ (X) = J exp(i aX) dv( a), v being of bounded absolute variation on R. 10 It will then follow that 

~(X, t) = exp(- iwot)</J'(X', t) =J [exp{ - i Jot V[X + Y(T) ] dT}¢[X + y(O)]], 

¢ (X) = J exp(i aX) dV( a). In establishing the validity of equation (94) we drop all primes. 

Define the functionalf,[ yJ by jo[Y 1 = exp{ - i Jt (w2/z)[x + Y(T)]2 dT} exp{i a[X + y(O) n. We must prove first that 

(93) 

(94) 

(95) 

(96) 

The rhs of the above identity is obvious. The equality on lhs is established in the Appendix by completing the square 
in the exponential. 

From the previous lemma, for each real a, ) Jj", 0 P n ]-J [j",] as n _00, wt 0# I1Irr/2, III = 1,2, .. 0, and 

(97) 

The dominated convergence theorem then implies, for wt 0# m7T/2, m = 1, 2, .. " J J nfi", 0 P n] dV( a) - JJ [f", 1 dv( a) as 
n- oO • 

Hence, letting n - 00 in Eq. (96), we obtain wt 0# 111 rr/2, m = 1, 2, ... , 

The last equation is equivalent to 

(coswt)-l /2 I exp{ - (i/2)[(a2/w + wXZ)tanwt _ zaX secwt)}dv( a) = J [exp( - i Jot (w2/Z)[X + y(T) J2 dT}¢[X + y(O) J], (99) 

where ¢ (X) = J exp(i aX) dv( a), for any measure v of bounded absolute variation, wt"i 111rr/2, 111 = 1, 2, .... 

We now take the Fourier transform and write 

. . ( w ) 112 jR . (coswt)-1/2exp(- (z/Z)[(a2/w + wX2)tanwt- 2aXsecwt]}=hm 2 .. t exp(za~) 
R-oo 1ft Slnw _R 
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x exp{ (iw/2 sinwt)( (X2 + e) coswf - 2X ~J(d ~ 

=lim!R(a), wt"i111rr/2, m=1,2,···. 
R-oo 
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Therefore, wt *' IIl1r/2, 111 = 1,2, ... , 

(101) 

where, from Lemma 1, wf *' 111rr/2, IfR( a) I ~ M, which is independent of Rand a. Using the fact that v is of bounded 
absolute variation, the dominated convergence theorem and Fubini's theorem give 

= lim L~ (w/2rri sinwt)l 12 d ~ exp{ (iw/2 sinwf)[ (X2 + e) coswf - 2X~]} 
R-~ 

x J exp(i ai;) dv( a). (102) 

However, 

(11'/2rri sinwt)l 12 exp{(iU'/2 sinwt) [(X2 + e) coswf - 2X~]} = G(X, ~,f), (103) 

where G is the well-known Green's function for the harmonic oscillator. 15 Finally then, we obtain 

J [exp{ - i lot (1('2/2)[X + Y(T)]2 dT}</J[X + y(O) II = J G(X, ~, t)JJ(~, 0) d ~ = ¢(X, t), (2A)1 12t= uU 111rr/2, 

proving the theorem. 

(104) 

4. CONCLUSION 

It is a simple matter to deduce from the above work 
the results corresponding to the case Ii *' 1, 111 *' 1, in the 
Schrodinger equation. We summarize these results in 
two theorems. 

Theorelll 6: Consider a particle of mass 111 moving in 
the potential 1'. Let ~'(x, t) be the quantum mechanical 
amplitude for observing the particle to be at x at time 
t. Let the polygonal path (P n y + x) be defined as in the 
Introduction, and let Sc1[Pn y+X] denote the classical 
action of the particle of mass 111 moving in the potential 
V along the polygonal path (p n 'Y + x), the particle moving 
with constant velocity along each of the segments of 
(Pn y + x), so that 

. In ~ (Yj+l- y)2 ft. 
SC][Pn'Y+'\]=-2 U I - V[Pny+xjdT. 

]=0 L>. 0 

(105) 

Then, if the potential V is either (an)harmonic, V =Ax2 

+ Ex + C, A"> 0, or V is the Fourier transform of a 
measure of bounded absolute variation and if ¢(x, 0) 
EO L2f/<.1) is the Fourier transform of a measure of bound
ed absolute variation, we have 

¢(x, t) = limNn r d"Yexp{ (i /1i)Sc1[Pn y + x ]}i/i( 'Yo + x, 0), 
n-~ 

(106) 

where Nn=(2rrilil/n11l)-nI2 is a normalization constant 
and d"y = d,u· .. dYn_t, each integration being from - 00 

to + 00. 

In the case V =Ax2 + Ex + C, we must stipulate 
(2A)1/2t*'mrr/2 (A '-0), 111=1,2,· .• , and we can lift 
the restriction ¢(x, 0) E. L 2f/<. 1). 

The analog of this result for the Green's function has 
a compelling simplicity. 

Theorem 7: Let G(x, ~, t) be the Green's function for 
the Schrodinger equation 

. u</J nz [)2</, zn-at =--2 ~+ V(x)~', (107) 
m vX 
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with initial conditions ¢(x, 0) = o(x - ~) and define 
G(x, a,t)=lim._o+Iexp(ia~-E~2)G(X, ~,t)d~. Then, if 
the potential V is either (an)harmonic, or if V is the 
Fourier transform of a measure of bounded variation, 
we have 

where N n is the above normalization constant and 
Sc1[Pny+x] is the above classical action. 

(108) 

The above two theorems establish the promised exact 
relationship between claSSical mechanics and quantum 
mechanics. One could, of course, use them and some 
principle of stationary phase in 00 dimensions to obtain 
classical mechanics from quantum mechanics in the 
limit as Ii - o. 17 Personally we prefer to approach this 
problem by the quasiclassical representation of Ref. 
1. In this connection it is worth remarking that the re
sults of the quasiclassical representation are still valid 
for the new definition of J given here. The definition 
given here is less dependent on Fourier transform and 
is, therefore, easier to handle. Moreover, as we have 
seen, it is simply related to the underlying mechanics. 
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APPENDIX A 

Consider the functional h.[y] = </J.[X + y(O)]= exp{- E[X 
+ y(o) ]zr, E'" 0. Then we prove here that !lh. - holl 0 - 0, 
as E - 0 +, \I 110 being defined as in Eq. (27) . 

A Fourier transform shows that, for E > 0, 
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h.[ y] = (411E)-1 /2 J exp[ - i uy(O)] exp(- u2/4E - i aX) d fr. 

(AI) 

We now define the measure v. onAl by 

v.(B) = (47TE)-1/2 r exp(- oN4E-iaX)dO', (A2) 
.i"'EB 

for each Borel Be A 1. It is also convenient to introduce 
the continuous map 1T :A 1 - H defined by 

(A3) 

where in this instance y"'(.) = O'G(O, .), G being the re
producing kernel for H. Then, for E :> 0, we define the 
measure 11. on H by 

11. (B) = v. (7T-1 B), (A4) 

for each Borel B L H. Not let g be any real-valued con
tinuous bounded functional f[: H -A 1. By definition of 
11. 

f!!2 {_l[m m+1)} 
m~~ 2n 11. f[ 2n , 2n 

= m~ ~ ~n V. {( 1T-1 
0 f[-l ) [ l;n' YI1 2~ 1 )} 

= m~oo v. {(f[o 11)-1 [~~ , J112~ 1 )} . 

It follows that, for each real bounded continuous func
tional g and each E> 0, 

(A5) 

Hence, V YE H, E '> 0, 

J exp[-i(Y', y)j d l1,(Y') 

=J exp[-i(y"', y)]dv,(O') 

= (41TE)-1/2 J exp[-icq(O)jexp(- oN4E-iaX)dQ. (A6) 

Therefore, we obtain VYE H, E ~ 0, 

J exp[- i(Y', y)]dl1,(Y') =h,[yjE](H). (A7) 

Also, from the above definition of 11, we see that, for 
each Borel Be H and each E '> 0, 

I 11, (B) I = Iv. (7T-1 S) I'" (41TE)-1 /2 .~ E,-l
B 

exp(- O'2/4El d Q. 

(A8) 

The last inequality implies that, for each Borel Be H, 

11. (B) - l1o(S), as E - 0+, where for Borel Be H 

11 (B) ={1' if OE B, (A 9) 
o 0, otherwise, 

and ho[ y] = 1 = f exp{ - i(Y', y)} dl1o<Y') E] (H). 

It remains to prove that 1111. - 11 011 - 0, as E - 0+. We 
define the measure v 0 on A 1 by 

v (B)={l, ifOEB, (A10) 
o 0, otherwise, 

for each Borel B cA 1. Then a simple argument using 
inequality (A8) gives 
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(All) 

as E - 0+, proving the result. 

APPENDIX B 

Here we show that the two integrals I and J, defined 
below, exist and are equal, for sufficiently large n, 
when wt * YI11T/2, m = 1,2, ... : 

where j", is the functional 

j", [y j = exp{ - i.C (uN2)[X + Y(T)]2 dT} 

x exp{iQ[X + Y(O)]}, 

(B1) 

(B2) 

and v is a measure of bounded absolute variation on A 1. 

We consider the integral I first. From Lemma 4, we 
easily obtain 

1= (detM)-l /2 exp{ _ (i/2)[W2~tx2 /3 _ x2 / ~t + M~~(x/ ~tl /2 

+W2~t3/2X/6)2]) J exp{- (i/2)[Q2MMi~ 

(B3) 

where M is defined as in Lemma 3 and, for sufficiently 
large n, wt * YI11T/2, m = 1,2, .. " detM* O. 

Define h(Yo) by h(Yo)=Jexp(ia~tl/2Yo)dv(Q). Then we 
easily obtain that the integral J is given by 

J =Nn(~t)"/2 exp[ - (i/2)(W2~tx2 /3 - x 2 / ~t) j 

x J exp[(i/2)y MY] exp(iyr d)h(Yo)dny, (B4) 

where again M is defined as in Lemma 3, yr = (Yo, ... , 

Yn-l) , and 

rfT = (0,0, ... ,0, - x/ ~tl /2 _ w2 M3 /2x /6). 

We now complete the square in the exponential in 
the variables Yn-l> Yn-z, •.. , Yo, taken in that order, to 
obtain in order new "square variables" Zb Z2' ••• , zn. 
Then we can see :3 a real diagonal matrix A with entries 
\, A2, ••• , An and a real upper left triangular matrix U 
with entries 1 down the secondary diagonal such that 

(B5) 
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The matrices U and A are the matrices used to define 
the new "square variables" z given by ZT = (Zl, •.. , zn) 
and z = Uy so that 

YMy=zTII.z, 

M =UTII.U. 

(B6) 

(B7) 

We shall also require the column vector e = A -l(UT)-ld. 
A simple piece of algebra then yields 

J =Nn(!~t)" 12 exp[(- i/2)(uh~tx2 /3 - x 2 / ~t) J 

x I exp[ (i/2j(z + ef A (z + e) ]h(zn) d"z 

x exp[(- i/2) dT M-1d]. (BB) 

The matrices U, A and e are complicated algebraic 
expressions in the entries of M. The properties we re
quire are, however, easily deduced from the above, 

First of all from above 

detM '" 0 => Aj '" 0, j = 1,2, ... , n. 

Secondly, 

A~l = Md and A~l ~~ = Mi~. 

For we have M-1=U-1A-1(UT)-1 and so 

n 

Mit = B Ui}lI.j~Ui1=[Ui;]2A~1=A~1, 
j ,k=l 

M-1 f. U-1 A -1 u-1 ,-1 U-1 
1 n == ~ 11 ill nk == An nm 

j ,k=l 

where we are using Ui~ = Ojn and Aj~ = Aj10jk' 

Thirdly, 

(B9) 

(BI0) 

(Bll) 

en =Mi~n' (B12) 

This follows because en ={ A -1 (UT)-ld} n1 = L: 1,k:1 A~}u;~ dk1 
= A~l ~~dn = Mi~ dn, where we are using the fact that 
dkl =dnokn · 

Combining these results, we arrive at 

J = {detM)-1/2 exp( - {i/2)[uf ~tx2 /3 _ x 2/ ~t 

+ M;{x/ ~tl/2 + w2 ~t3/2X /6}2]} 

Comparing Eqs. (B3) and (BI3), we see that proving 
the equality of I and J is equivalent to proving 

I h{u) exp( {i/2Mi~)[u - Mi~(X / ~tl/2 + w2~t3/2X /6))2} du 

= (27TiMi~)1/2 I dv( Q) exp( - (i/2)[ Q2~tMi~ 

(B14) 

However, we have from Fubini's theorem 

ihs = lim 1.: du eXP({i/2Mi~)[u - Mi~{x/ ~tl/2 + ul~t3/2X/6) lZ} 
R-ro 

xU exp(iQ~tl/2u) dV(Q)} = lim J dv( Q)fR(Q), (B15) 
R-ro 
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where 

+ i Q~tl/2U} duo 

From Lemma 1, IjR(Q) I < M, where M is independent 
of Q and R. Hence, the dominated convergence theorem 
implies 

lhs = J dv{ Q) limfR (Q) 
R·ro 

= J dV{Q) (27TiMiD1I2 exp( - (i/2)(Q2~tMd 

- 2Q(X + w2~t2X/6)Mi~)} =c rhs. (B16) 

This proves that I =J. 
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Maxwell's equations in axiomatic quantum field theory. I. 
Field tensor and potentials 

P. J. M. Bongaarts 

Instituut Lorentz. University of Leiden. Leiden. the Netherlands 
(Received 13 September 1976) 

An approach to the investigation of the Maxwell field in the framework of axiomatic quantum field 
theory is presented which employs Borchers' algebraic reformulation of Wightman theory in a modified 
form adapted to the special features of the electromagnetic field. This makes it possible to clarify the 
relation between tensor and potential field operators, the meaning and properties of different gauges, the 
sense in which field equations hold and the properties of state spaces with their special subspaces. 

1. INTRODUCTION 

In most of the standard texts on axiomatic field theory 
the Maxwell field is excluded right from the beginning. 
See, e. g., Ref. 1-3. This is because the Maxwell 
field in classical as well as in quantum theory exhibits 
complications not present in Simpler cases like the 
Klein-Gordon and Dirac fields. In the first place there 
is a description in two types of variables, the field 
tensor F,.v or the more convenient potential A,., which 
is, however, nonunique and admits gauge transforma
tions. There are, furthermore, difficulties in the 
Lagrangian formulation and, associated with this, 
irregularities in the canonical quantization procedure. 
There is also the somewhat Singular case of a zero 
mass representation of the Poincare group. Last but 
not least there is the occurrence of an indefinite inner 
product in Lorentz covariant descriptions such as the 
Gupta-Bleuler formalism. In view of all this and of the 
fact that the general problems of quantum field theory 
are already severe enough, it is not surprising that 
rigorous investigations have tended to stay away from 
the special problems of the quantized Maxwell field. It 
is, nevertheless, possible to handle part of these prob
lems in the framework of axiomatic field theory in
dependently from the other more general problems of 
quantum field theory. It is to these problems that this 
and subsequent papers are devoted. Certain aspects of 
the mathematical theory of the quantized Maxwell field 
have been treated in earlier work. See, e. g., Refs. 4-
6. (For an interesting recent approach in terms of Weyl 
systems, see Ref. 7.) Up till now however, the only 
systematic and detailed discussion of the Maxwell field 
in axiomatic field theory is the one given by Strocchi 
and Wightman. 8 (See also Rideau9 for further develop
ments. ) The essential feature of their approach is the 
use of state spaces with two inner products, such as 
occur in the original Gupta-Bleuler formalism. One 
inner product is Lorentz covariant but in general not 
positive definite. The second inner product is positive 
definite but not necessarily invariant. (Situations like 
the Coulomb gauge appear as special cases in which the 
two inner products coincide.) The reason for the intro
duction of the second inner product seems to be the 
desire to keep the situation within the range of standard 
Hilbert space theory. A close inspection of some of the 
mathematical details not worked out by Strocchi and 
Wightman shows however that this advantage is largely 
illusory. The fields and other objects have rather 
awkward properties with respect to the Hilbert space 
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topology. Typical of this is the fact that for the free 
field the operators representing the Lorentz group are 
not only nonunitary but even unbounded. 

In this paper a different line of approach will be 
followed, based on an algebraic reformulation of 
Wightman theory developed by Borchers. 10 According 
to Wightman's reconstruction theorem any specific 
field theory is completely characterized by the vacuum 
expectation values of its products of field operators. 
In the formulation of Borchers this means that such a 
theory is described by a linear functional on a tensor 
algebra of test functions. This functional determines 
uniquely, through the GNS construction, all the mathe
matical properties of the corresponding space of state 
vectors and of the field operators acting in this space; 
in particular it provides convenient topologies in a 
natural manner. These features are fully retained in 
a slightly generalized version of the Wightman
Borchers formalism that will be employed in this 
paper. By relaxing the usual positivity requirement on 
the state functionals one obtains a mathematically 
satisfactory way of dealing with the occurrence of state 
spaces with indefinite metric. Furthermore, there will 
be two basic test-function algebras, one for the field 
tensor and a second one for the potential, related to 
each other by a natural homomorphism. In this frame
work a unified description of the quantized electromag
netic field can be given, in which it becomes clear what 
a choice of gauge means, why different gauges appear, 
what the relations between tensor field and potential 
field operators are, in what sense field equations are 
valid, and what the properties are of the representation 
spaces of state vectors, with their special subspaces. 
All the results and most of the assumptions of Strocchi 
and Wightman can be derived in full mathematical 
rigor, simply from the basic properties of Maxwell's 
equations. An amUSing consequence will be that the 
classical Maxwell field is contained in the general 
formalism and appears as a rather special and some
what trivial example, 

In Sec. 2 a short review will be given of that part of 
the Borchers formalism that is needed for the purpose 
of this paper. In Sec, 3, the main part of the paper, a 
Borchers formalism for the electromagnetic field will 
be developed, consisting of separate tensor algebras 
for the A,. (x) and F "v(x) fields, connected by a natural 
homomorphism, Properties of the corresponding field 
theories, as representations of these algebras, will be 
derived. Section 4 will contain various final remarks. 
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Subsequent papers wili deal with the free field as a 
specific example and with the problem of gauge 
transformations. 
2. BORCHERS' FORMULATION OF AXIOMATIC 
FIELD THEORY 

In 1962 Borchers gave an algebraic formulation of 
axiomatic field theory. 10 It was further developed in 
Refs. 11 and 12. See also Refs. 13-15. For a single 
real scalar field it contains the following concepts: 

a. A field algebra: It may be called the Borchers 
algebra, will be denoted as A and is defined as the 
tensor algebra over the space S(R4 ) of complex valued 
Schwartz test functions. It is the topological direct sum 
Z:=otBS(R4n ); i.e., an element of A is a finite sequence 
fo,f", •• ,fk' with/oEC, fjES(R4), j=1, •.• ,k. An 
involution is defined by fn(x" .•. , xn)* = fn(xn , ••• ,x,), In 
this way A becomes a topological *-algebra. 

!J. States: These are the positive and normalized 
elements w from the dual A '; i. e., w(a*a) ~ 0, Va EA, 
w(e) = 1 (e the unit element in A). Because A' is the 
topological product of the spaces S'(R4 ,,), a state w is 
given by an infinite sequence of tempered distributions 
in 4n variables, with n = 0,1,2, .... 

c. Transformations: These are described by bicon
tinuous * -automorphisms <p of A. Such a <p induces by 
transposition an invertible bicontinuous map <P' from 
A' onto itself, mapping the subset of states onto itself. 
Of special importance are the automorphisms <PT gener
ated by invertible bicontinuous linear transformations 
T in the basic space S(R4 ) according to 

I/!T :f, 0· .. 0fn r-- Tf, 0· . ·0 Tfn Cik E S(R4), 

k=1, ••. ,n). (1 ) 

In this way one obtains, for instance, the action of the 
Poincare group on A and A ' by taking (T(a, A)f) (x) 
=f{A -l(X - a». 

For further mathematical details, especially on the 
topological properties of A and A " see Refs. 11-15. 
For more general background material on topological 
vector spaces, see Refs. 16-18. 

A state w gives rise, by the GNS construction, to a 
representation cp of A, in a space H which becomes by 
completion a Hilbert space. In H there is a cyclic 
vector n with the property 

(2) 

fkES(R4), k=1, ••• ,n. 

The operators cpU), fE S(R4 ) are the field operators, 
n is the vacuum state. The GNS construction is such 
that if w is invariant under a group of automorphisms, 
then this group will be represented by unitary operators 
in H, leaving n invariant. In this way a Wightman field 
theory is given by a state w that is Poincare invariant 
and has further properties ensuring locality and a cor
rect energy-momentum spectrum. For the description 
of fields different from a scalar field one substitutes 
for the basic space S(R4 ) other spaces, e. g., spaces 
of spinor or vector valued Schwartz test functions. 

Borchers' algebraic formulation of axiomatic field 
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theory is completely equivalent to the original Hilbert 
space approach of Wightman. It is somewhat more 
abstract and the relation to conventional field theory is 
less obvious, but it can be argued that this is more than 
compensated for by a much greater transparency and 
internal simplicity. It also shows more explicitly a 
technical aspect of Wightman theory that is of impor
tance for its application to the special case of the 
Maxwell field. This is the fact that there are two dis
tinct topological structures that playa role in the 
theory. The first and most obvious one is the Hilbert 
space topology in the representation space. It comes 
from the positivity of the state functional and is im
portant for the interpretation of the theory as a quantum 
mechanical theory. Because of the continuity of the 
functional there is, however, a second, much stronger 
locally convex topology in the representation space. It 
is directly connected with the topology of the algebra A 
which in turn COmes from that of the test function space 
S(R4 ) on which the algebraic formalism is based. It is 
on this topology that most of the technical developments 
of the theory depend. Not much of this is lost if one 
drops positively as a general requirement for state 
functionals. The essential properties of the GNS con
struction remain the same. For a linear functional w 

which is continuous and real [i. e., w(a*) = w(a), Va EA] 
the representation space H is the quotient space A /9 w , 

with!J w = {a EA I w(ba) = 0, Vb EA}. !J w is the closed left 
ideal of degeneration of wand coincides with 
{aEAlw(a*a)=O} when w is positive. Because A is a 
nuclear space (in fact, a strict inductive limit of nuclear 
Frechet spaces) the representation space H is nuclear; 
w(a*b) defines a (separately) continuous, nondegenerate 
sesquilinear form as inner product on H. The field 
operators are continuous operators; they and other 
objects like the operators representing the Poincare 
group when w is invariant have quite convenient proper
ties with respect to the topology in H. There is, there
fore, no need for an extra Hilbert space topology (in a 
separate publication more detailed results of this sort 
will be derived for certain classes of functionals). For 
these reasons it will be appropriate to allow in the 
description of the quantized Maxwell field state func
tionals that are continuous and real but not necessarily 
positive or normalized. Of course, at places in the 
theory where this is phySically desirable, notions of 
positivity will reappear. 

3. A WIGHTMAN-BORCHERS FORMULATION FOR 
THE MAXWELL FIELD 

In classical electromagnetism the physical direct 
meaningful quantities are the electric and magnetic 
field strengths. These form together the antisymmetric 
field tensor F"v(:>;) which satisfies the two Maxwell's 
equations 

(3) 

(4) 

The first equation (3) is equivalent to the existence of 
a potential A,,(x) from which F,," can be obtained accord
ing to 

(5) 
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one may then restate the theory in terms of this auxil
iary quantity, in particular the second equation (4), 
which connects the electromagnetic field with the cur
rent becomes 

(6) 

The field Fuv does not determine the potential Au 
uniquely, but only up to gauge transformations. For the 
quantized electromagnetic field a very similar line of 
reasoning can be followed. Before doing this in the 
rigorous form of the algebraic approach it may be help
ful to give it first in a loose, nonrigorous version, 
using the language of standard Wightman theory. It then 
consists of the following steps: 

a. Let there be given a Wightman theory for the 
tensor field Fu)x), Leo, one has a Hilbert space HF, 
a unit vector n F, and field operators F"v(x), satisfying 
the first Maxwell equation (3) as an operator equation. 
(Further properties such as Lorentz covariance, 
locality, etc., are not of importance at this point. ) 

b. Because of a, one has a set of vacuum expectation 
values 

w~ v ... " v (xu ... , ,x) = (nF, F" v (Xl)'" F u v (xn)n F), 
11 nn 11 nn 

n=0,1,2, .... (7) 

These have a positivity property because HF is a Hilbert 
space and satisfy Eq. (3) in every variable separately. 

One then proves a theorem stating that because the w: v ... " v satisfy (4) in this sense, there exists a set 
1 1 t'I n. . A ) 

of (generallzed) functions w u ... u (Xl' ••• 'Xn , n 
! n F 

=0,1,2,'''' such that the gIven set W"lv
l
,""." can be 

obtained from it by repeated antisymmetric dif~erentia
tion in every variable; e.g., 

F -a1a2 A _01a2 A _illa2wA 
Wlllvlll2v2 - III t.L2 WVl!l2 /.Ll 1J 2 W .... 1u2 VI 1J.2 J.L 1V2 

+il~ il~ u.'~ " 1 2 1 2 
(8) 

with a~=c'iJ/rl(Xj)'" The functions U!~I"'''n(XH""Xn) are 
not uniquely determined; this amounts to gauge freedom. 
It is important, furthermore, to note that they need 
not have the positivity property of the w~ v ... " v ; also 
they are not necessarily Poincare covari~At if "the 
w~ v ... " v are. 

1 1 n n 

d. The reconstruction theorem in a slightly general
ized form makes it possible to obtain from the w~l'''''n 
a field theory in terms of an operator field A,,(x), such 
that the w~ ... " become vacuum expectation values. One 
then has ad inner product space H\ a unit vector nA

, 

and field operators A,,( Y). 

In this way, by using essentially only the first 
Maxwell equation (3), one sees that a given theory for 
F,,"(x), i.e., a triple {HF,nF,F"v(x)}, gives rise to 
many different but physically equivalent theories in 
terms of a potentialA,Jx), Le., triples {HA,nA,A,,(x)}. 
Any such {HA,n A, A,..(x)} will be called a gaUl;!' for the 
given {HF,nF,F"v(x)}. It is important to observe that 
HA and HF are by construction distinct spaces and that, 
therefore, at this point F "V = iJ "Av - OvA" does not make 
sense as an operator relation. It will be shown that 
there exist for every gauge a natural map from part of 
the space HA onto HF. It will, however, in general not 
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be possible to make, by means of this map, an identifi
cation between HA and HF. This will be clear in the 
rigorous formulation to the Maxwell field that will now 
be given. 

The field tensor description (F-description) 

For a smeared field tensor operator one thinks of the 
symbolic expression F(IjJ) = f F "v(x)IjJ" "(x) d4 x. Define, 
therefore, AF as the Borchers algebra over the test 
function space .5(2) conSisting of the complex, anti
symmetric tensor valued functions IjJ"V(x), with .5(R4 ) 

components. The basic space .5 (2) is just as in the 
scalar field case a nuclear Frechet space. The com
pleted n-fold tensor product spaces 0 n S (2) are again 
nuclear Frechet spaces, and can be identified with the 
space of tensor valued functions <p" IVl'" "nVn(XH ••• ,xn ), 

antisymmetric in each pair of indices JJ.j' vJ separately. 
(Because of nuclearity the 11 and E tensor product topolo
gies and their completions coincide. Sec. Ref. 16, 
Theorems 43.9 and 50.9. /V is the topological direct 
sum of the n-fold tensor products and is therefore a 
nuclear LF spaceo See Ref. 16, Theorem 50.8. Consi
der the linear subspace S62

) of 5(2) consisting of all <P 

that can be written as 1j!"v=opX"vp, for some completely 
anti symmetric tensor function X"VP(x), with .5(R4 ) com
ponents. ConSider in each 0 n

S(2) the closed linear span 
of the tensor products .562) (9 S(2) (9 ... (9.5(2), S(2) 

(9 .5ci 2 ) (9 ... (9 .5(2 I, ••• ,.5(2) (9 S(2) (9 ... rg.5ci2 ). The direct 
sum of these subspaces of ~n .5"2), for n = 1, 2, ... , is 
a closed subspace in AF. It is in fact the closed 2 -sided 
* -ideal generated by .562) in AF. It will be denoted as 
j(.562 ». Let!h=(j(S<;2»)", the annihilator of.9(Sci2 » in 
(AF)', i. e., the linear subspace of (AF)' defined as 

(9) 

A field theory for the tensor field is then described by 
a positive, normalized functional wF in !h. [Note that 
wF fC!h is the rigorous form of the statement that the 
n-point functions satisfy (3) in every variable separate
ly. I By the GNS construction this corresponds to a 
nuclear space HF (which is at the same time a pre
Hilbert space), a cyclic unit vector QF, and field 
operators F(Ij!) that satisfy F(IJ» =0, 'dIJI(" .)62). [This is, 
of course, the rigorous form of (3), as an operator 
equation, smeared with test functions. I Further re
quirements like Poincare invariance of w F can be added 
in the usual manner. 

The potential description (A-description) 

For a smeared potential operator one thinks of the 
symbolic expression AU) = fA,,(x)j"(x)d 4 x. Define 
therefore AA as the Borchers algebra over the space 
S(3) consisting of all complex vector valued functions 
f"(x) with S(R 4 ) components. Again AA is the topological 
direct sum of completed n-fold tensor products 0n 

S(3) 

and as such a nuclear LF space. Let 563
) be the linear 

subspace of 5 (3), conSisting of all j that can be written 
as f" = 0 A" v, for some Ij! E S (2), and denote the closed 
subalgebra of AA generated by .562) by A~. (For reasons 
that will be clear further on it is appropriate to call this 
subalgebra the phySical part of AA. ) A field theory in 
terms of potentials is now described by a real functional 
wA from (AA),. The functional wA need not to be positive 
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and Poincare covariance of the theory would not require 
it to be invariant. It will be shown that weaker condi
tions involving the subalgebra A:h characterize the 
functionals w A that describe physically acceptable theo
ries. By the GNS construction a functional w A corre
sponds to a nuclear space HA, provided with a 
(separately) continuous, nondegenerate but not neces
sarily positive definite inner product, a cyclic vector 
nA, and field operators A(j/. 

The relation between F- and A-description 

There is a natural algebraic relation between the two 
Borchers algebras /JF and AA and their duals. This is 
based on the linear map d from 5(2) into 5(3) defined by 

(10) 

[in the language of differential forms over R4 , with 
5(R4) components, the 5(k) are the spaces of k forms, 
written in dual representation; e. g., l}!"v = (2! )-lE"vpa/~pa, 
j" = (3 ! )"lE" vpa JVP(f' The 56k

) are the subspaces of exact 
forms; d is exterior differentiation, and the next 
theorem corresponds to Poincare's lemma in this 
special context J. 

Theorem 1: The linear map d: 5(2)- 5(3) defined by 
(dljJ)" =2o vl}!"v is continuous. The kernel of dis 5ci2

); its 
image 563) consists of all j with 0" f" = 0. 

Proof: Differentiation is a continuous operation in 
5(R4 ) so that continuity of d is obvious. The nontrivial 
part of the statement about Kerd is Kerd c 562). In term~ 
of Fourier transforms and of components with lower 
indices, introduced by l}!""=(2!)-IE,,vpal}!pa, X" 
= - (3 ! )"lE" voaX"pa, the statement to be proved is: For a 
function l}!"v(k) such that k"l}!"p(k) +kvl/!p,,(k) +kpl/!,,"(k) =0, 
there exists a X,,(k) such that k"Xv(k)-kvX"(k)=I/!,,v(k) 
[all functions have components in 5(R4 )). For this the 
following division property is useful: Let F(ut> ••• , un) 
be in 5(Rn) with F(O, U 2, ••• , un) = 0, "tI U 2, • •• , un ERn_I' 
Then ui1F(ut> .•• , un) is again a function in 5(Rn). This 
can be verified, after Fourier transformation, as an 
integration property: For an 5(R,) function i(tl"" ,tn ) 

for which J:: F(tu •.• , t.)dl1 = 0, t2,. 0 • , In E R._t> the 
function G(tt> .•. , In) = /!,,t F(t,/2 , •• 0 , tn) dl is again in 
5(R.). Suppose now k"l/!vp +kvl/!p" +kpl/!",,=O, "tIk 
=(ko,kl,k2,k3)ER4' For ko=O one has kjl/!o, = k,I/!Oj, 
j,l =1,2,3. Then l}!o,(0,ku k 2,k3) can be divided, as 
functions in 5(R3 ) by k" and give a single function in 
5(R3); h(kl,k2,k3)=kjll/!oi(0,kuk2,k3)' j==1,2,3. Choose 
a function Xo(k) in 5(R4) such that Xo(0,kl>k2,k3) 
= - h(kl , k 2 , k) and define functions Xj(k) = k~l(k jXo(k) 
+I/!oj(k)), j==1,2,3. Thl'se are also in 5(R4 ) and one 
verifies that k"Xv -kvX" = I/!"v' This proves the first 
statement. For the last part of the theorem one has to 
prove, again after Fourier transformation and using 
f"vp==-E"vP(ff(f, the follOwing statement: For af"vp(k) 
such that k"jvpa - kvfp(f" + kpf(f" v - k(fj"vp == ° there exists 
a I/!"v(k) such thatj"vp=k"l/!vp +kvl/!p" +kpl/!"v' [All func
tions in 5(R4). 1 For such af"vp one has kdo13=kdo12, 
"tI k 2 • k3 E R2 and ko = kl = 0 0 Because of the diviSion 
property the function u(k2,k3)=k;.lfo12(O,0,k2,k3) 
= k;l/013(O, 0, k2' k3) is well defined and in 5(R2 ). Choose 
IVOl(k) in 5(R4) such that 1/!01(O, 0,k2 ,k3 ) =u(k2,ka) and 
take ,ho= -I/!Ol" The function k21/!01(O,kl ,k2,ka) 
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-/0l2(O,k1 ,k2,ks) can be divided by k1 ; Uz(kl>k2,ka) 
=ki1(k21/!°l(O, ku k2, ka) -/012(0, ku k2, k3) is a well
defined function in 5(Rs) and so is uS (k 1 , k 2 , ka) 
= ki1(kal/!01 (0, ku k2' ka) - fOI3(O, ku k2 , k a». Choose for 
j=2,3 functions I/!oi in 5(R4 ) such that 1/!0/0,kl>k2,k3) 
= uj(ku ka, k3) and define I/!}O = -l}!o;- One verifies that 
k }l}!o, - k,<Pol +fo;l = 0, for ko = 0, "tI kl> k2, k3 E R3 and j, l 
= 1,2,3. [In particular, for ko = 0, k2l/J03 - 1l3l/J02 
= k2kil(kal/Jol -/013) - k aki1(k2l}!01 -f012) == kil (- kz/013 + k3/ 0l2 ) 
= - f02a)' 1 This allows the definition of 5(R4 ) functions 
'Vn, j,t = 1, 2, 3 as <Pjl = k~/(kjl/Jo, - k,l/Jo; +foj/)' Finally 
one verifies that the l/J"" satisfy the relationf"vp=k"l/J"p 
+kvl/!p" +kp'jJ"", QED 

Corollary: The subspaces 5ci}) of 5 tn are closed, for 
j==2,3. 

Theorem 2: The linear map d defines by extension of 
'VI 0 l/J2 0 .. ·0 I{n t- dl}!l 0 dl/J2 0 .. ·0 dl/J. a continuous 
(algebraic) * -homomorphism 8 d of AF into /!A, with 
Ker8 d =JI(5ci2») and Im8o/=A:h. 

Proof: The spaces 5(2) and 5(3) are Frechet spaces, 
the continuous linear map d has as its image the closed 
subspace 5ci3); therefore, d is a homomorphism, in the 
sense of linear maps between topological vector spaces. 
See Ref. 16, Chap. 17. The space 5(2) and 5(3) are also 
nuclear; the 1T and E topologies on the n-fold tensor 
products coincide and give rise to the same completed 
tensor product. See Ref. 16, Theorem 50.1. One then 
combines Theorem 43.9 of Ref. 16 and the corollary of 
Theorem 43. 7 of Ref. 15, uses the associativity of 
tensor products to extend all results from 2 factors to 
n factors, and obtains that the linear map 0"d from 
0 n 5(2) into 0 n 5(3), determined by l/Jl 0 ~)2 (>9 •• ·0 l}!n 
t- dl/Jl 0 d'jJ2 0 ... 0 dl}!", can be uniquely extended to a 
map 0"d from 0" 5 (2) into 0" Y3). It is continuous and, 
moreover, a homomorphism in the sense of topological 
vector spaces. Its image is 0" 5ci3), considered as 
closed subspace of 0· 5(3 l. The kernel of 0" d is the 
linear span of the closed subspaces of 0· 5(2): (0 k 5(2») 
0562)0(0"+15(2»), k=0,1,2,o .. ,n-1, See Ref. 16, 
exe rcise 43. 2. The algebras A F and .Ii A are the topo
logical direct sums of the 0" 5(2) and ,21" S(3). Using the 
properties of such direct sums and of countably strict 
inductive limits in general (see Ref. 16, Chaps. 13 and 
50 and Ref, 18, Chap. V), one obtains that 8d=L:~oo 
ttl (0"d) is a continuous linear map from AF into AA with 
Ker8d=L:::ottlKer(0"d)=JI(Sci2») and Im8o/=Z;oo 
ttlIm(0"d)=A:h • One easily verifies, moreover, that 
8o! is a *-homomorphism in the sense of maps of *-
algebras. QED 

Theorem 3: The transpose 8~ is a linear map from 
(AA) , into (A F )" continuous with respect to weak and 
strong topologies and with Ker8~=(A:h)land Im8~==II1. 

Proof: The continuity of 8~ is a well-known property 
of transposed maps. See, e. g., Ref. 16, corollary of 
Theorem 19.5. One has Ker8~ == (Im8d)" and Im8 d = A:h 

(Theorem 2), so Ker8~= (A:h)"' To prove that Im8~ 
=111, it is sufficient to show that for the transposed 
maps (0"d)': (21" 5(3»),- (0" S(2l)', n=0,1,2,.", one 
has Im(0" d)' = (Ker 0" d)" [as subspaces of (0" S(2»), I. 
The map eNd is a homomorphism of topological vector 
spaces of the Frechet space 0" S(2) into the Frechet 
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space 0" 5(3), with as image the closed subspace 0" 5ci3). 
(Proof of Theorem 2.) It can therefore be written as 
composition of the canonical map from 0" 5(2) onto the 
quotient space 0" 5(2 )/Ker0" d and an isomorphism (of 
topological vector spaces) of 0" 5(2 )/Ker0" d onto 
0" 5A3). The transposed map associated with this 
isomorphism is a bijective linear map from (0 n 5ci3», 
onto (0" 5(2 )/Ker0" d)'. Composing this map with the 
canonical map from (0" 5(3»'/(Im0"d)" onto (Im0"d)' 
= (0 n 563»" and with the canonical map from (0" 5(2)/ 
Ker0" d)' onto (Ker0" d) \ one obtains a linear bijection 
from (0" 5(3»'/(Im0"d)1 onto (Ker0"d)1, This in turn 
gives a linear map from (0" 5(3»' into (®" 5(2»' with 
(Im0" d).L as kernel and (Ker0" d)l as image, which can 
be identified with the map (0" d)'. QED 

The map 8~ is, of course, nothing but the repeated 
antisymmetric differentiation of n -point functions w: ... ~ (XU" • ,x"), employed under point c in the 

1 n 
beginning of this section, but now properly formulated. 
Theorem 3 is the basic theorem for the present formal
ism. It says roughly that every set of n-point functions 
in the A-description goes by antisymmetric differentia
tion over to a set of n-point functions in the F-descrip
tion, satisfying the first Maxwell equation in every 
variable separately and, moreover, that each such F
description set comes from some A-description set. 

It should be noted that if a state w F in In is normalized 
then every wA such that wF =8~WA is also normalized; 
if wF is real, wA need not be real; however, an equiva
lent real state wt can immediately be obtained as 
wt(a)=HwA(a) +wA(a*»), 'fIaeA A• The situation with 
respect to positivity and Lorentz invariance is less 
simple. At this point it is not clear whether for an 
arbitrary positive, respectively Lorentz invariant state 
wF in;1J the inverse image (8~rlwF contains a positive, 
respectively Lorentz invariant state wA

• For the free 
field one can derive explicitly the different gauges, as 
will be done in a subsequent paper. In that case there 
exist gauges corresponding with positive states on AA 
and also gauges corresponding with Lorentz invariant 
states, but there is no gauge having both properties. 
It is expected that this is typical for the general case. 

Relation between representations in F· and A·description 

Let wF be a state in A F , positive, normalized and in 
;1J 0 Let {Jr, n F, rrF} the corresponding field theory ob
tained as the GNS representation associated with wF

• 

Suppose wA to be a real state onA A in (8~)·\I.IF and 
{HA,n A, rrA} the corresponding field theory. In the 
terminology adopted in this paper {H\ nA, rrA} is a gauge 
for {HF, n F, rrF}. [rrF(a) is the operator in HF repre
senting a general element a in A F. The field operator 
is then F(w) = rrF(c/J) , 'fIi/iE 5(2); in the same way A(j) 
=rrA(j), 'fifE 5(3). It should, furthermore, be noted that 
the completion of the pre-Hilbert space HA will not·be 
considered in this paper. 1 Define H;h as the subspace of 
HA consisting of all vectors rrA(a)n , a EA:h • The 
spaces HA and HF are by construction distinct; there is, 
however, a natural map from the subspace H:h onto HF. 

Theorem 4: The relation rr A(8 d a)nA - rrF(a)n F, 'fIa 
E AF

, defines a linear isometric map W from H:h onto 
HF having the following properties: 
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a. wnA""n F. 

b. Wrr A(8 d a) = rrF(a)W, 'fIaEA F [in particular WA(dljJ) 
""F(,jJ)W, 'fIljJE 5(2»). 

c. The action of Won state vectors is consistent with 
the action of 8 ~ on state functionals in the following 
sense: A vector nt in H~ and its image n[ "" wnt give 
rise to functionals (J) t and w [ on A A and A F by the 
formula wi,A(a) = (n[,A, rrF,A(a)nf'A), 'fIa EAF,A. Then 
one has "-'i =8#t. 

Proof: 

(rrF(a)n F, rrF(b)nF) = wF(a*b) = (8~wA)(a*b) 
= ,,-,A«(8

d
a*)(8 1b» = crr A(8 d a)nA, rr A(8 d b)n A), 

'fIa, b EAF. 

SO rr A(8 d a)nA=0 implies rrF(a)nF=o, and therefore W 
is well defined. The isometry (Wrr A(8 d a)n A, 
WrrA(8~b)nA) = (ITA(8 d a)nA, rrA(8

d
b)nA) follows imme

diately. The proof of a and b is obvious. For c one has: 
ntEA:h , then 3bEAA such that nt=rr A(8 db)n A. Then 

wt(a) = (IT A(8
d
b)nA, rrA(a)rrA(8

d
b )nA) 

= wA«8db)* a(8 db»), 'fIa EAA. 

Also 

w[(e) == (n;, rr F(e )n[) = (rr F(b)n F, rrF(c)n F(b)n F) 

= wF(b*eb) = (8~WA)(b*cb) = wA«(8db )*( 8 de )(6 db» 

"" wt(8 dc) = (8~ wt)(c), 'fie EAF. QED 

Corollary: The inner product in HA is definite positive 
on the subspace H:h • 

Because of this and the other properties of the 
correspondence between H~ and HF one may call H:h 

the subspace of physical photon states. The null space 
of W may be denoted as H~, it consists of all null-length 
vectors in H:h • Because of the Schwartz inequality, 
valid on H:h one has IJI E H~ ~ (IJI, IJIl) = 0, 'fI IJIl E H:h• 

The space of null-photon states H~ defines an equiva
lence relation for physical photon states: for 1JI1I 1J12 
EH:h' IJIl~1JI2¢==;:> IJI1 -1J1 2 EH;<;=:;> WlJl 1 = W1JI2• The sub
spaces H~, H~ and their properties are, of course, 
well known from the Gupta-Bleuler formalism for the 
free field. In the general case such a structure is 
postulated by Strocchi and Wightman. It must, however, 
be emphasized that it appears in this formalism in quite 
a general way as a rigorous consequence of the fact that 
the electromagnetic field tensor satisfies the first 
Maxwell equation as an operator equation. 

There is also a natural correspondence between those 
operators in HA that represent the physical algebra A:h 

and the operators in HF that represent AF. The relation 
rrA(8d a) - rrF(a) defines in fact a * -homomorphism from 
rrA(A:h ) onto rr F(A F) [because: rr A(8 d a) = 0 =- wAC8d (bae» 
= 0, 'fib, e EAF =- wF(bacl = 0, 'fib, e EAF -;> rrF(a) = 0.] 
The operators in rrA(A:h) may be called physical opera
tors. They correspond to what are sometimes called 
gauge invariant operators. One verifies easily that they 
leave H:h and H~ invariant and have the property 

(1JI1I rr A(8d a)1JI 2) = (1JI{,rrA(8da)IJI~), 

(11) 
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An important special case occurs when it is possible 
to choose a gauge such that H:h =HA, in this case H:= 0, 
W becomes a unitary transformation from HA onto H F, 
which can be used to identify the two representation 
spaces. This leads to a much simpler situation with a 
single prehilbert space as representation space for the 
operators AU) and F(I)!). They are then connected by the 
relation F(<!I) =A(d<jJ), 'lflpE 5(2), i. e., the relation F"v 
= a "A v - a vA" is valid as an operator relation. An 
example of such a situation is the Coulomb gauge for the 
free field. The price to be paid for the simplification of 
the description is well known in this case. Manifest 
Lorentz covariance is lost, in the sense that the poten
tial A (x) no longer transforms as a vector under 
Lorerrtz transformations; i. e., U(A)A,,(x)U(A)-l 

'* (A -')""'A,,,(Ax). 

From the results in this section it is clear how 
axiomatic field theory in terms of the field A" (x) should 
be formulated and how the usual axioms of the Wight
man-Borchers formulation should be modified: 

a. The vacuum state should be a continuous, real, 
normalized linea~ functional w A on the Borchers algebra 
AA. It has to satisfy a restricted positivity condition; 
it should be positive on the subalgebra A:h • (From this 
the properties of the representation space, the special 
subspaces, the equivalence relation between phySical 
vectors, etc., will follow. ) 

b. Lorentz invariance, locality and spectral proper
ties should be required also only with respect to the 
subalgebra A:h • 

The vacuum state will not be unique; two such states 
will be physically equivalent when having the same 
restriction to A:h • They correspond then to different 
gauges of a single physical theory. One may make a 
choice from the available gauge by strengthening the 
requirements for ",-,A, e.g., into full positivity onA A or 
full Lorentz invariance on /!A: The crucial point is, 
however, that in general these stronger requirements 
cannot be fulfilled simultaneously. 

4. MISCELLANEOUS FINAL REMARKS 

The formalism given in this paper can be applied to 
specific cases. It provides in particular a simple point 
of view for the discussion of the free field. This has 
many apparently very different realizations. Although 
these gauges and their properties are, in a more or 
less rigorous form, well known (the paper of Strocchi 
and Wightman contains an admirable review), the situa
tion as a whole can be much better understood in terms 
of the algebraic formalism. The different gauges 
appear there in a natural manner, and their properties 
can be derived in a systematic and rigorous way. A de
tailed discussion of this kind will be given in a sub
sequent paper. 

The situation of a claSSical Maxwell field can be easi
ly accommodated in the algebraic scheme as a special, 
rather trivial case. Let I,,)x) be a real-valued classi
cal solution of Eq. (3) and QI" (x) a potential correspond
ing with I"v(x) according to relation (5). (The functions 
are supposed to be C~ and to have a behavior at infinity 
such that they define tempered distributions in R 4 • ) One 
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obtains real, normalized functionals W F.A on HF,A by 
defining 

w F ,A(e)=1, 

wF(I)!,'" I)!n)= fl",v,(X1 )'" I"""n(xn) 

xI)!" v (x,)," Ip"n V n(xn)d4x, ' . 'd4 xn, 

wA
( f ... f ) = f QI (xJ ... QI (x) . 1 . n JJ. 1 jJ. n n 

(12) 

'lfl)!" ... , I)!n E 5(2), Vli>'" ,In E 5(3), n = 1,2,3, .... 

The field operators in the representation spaces HF,A 
associated with WF,A commute. They act on the vacuum 
states nF,A by scalar multiplication; e. g., AU)nA 
= [J QI,,(x}f"(x)d4x]n A

• The spaces H F.A are therefore 
one-dimensional and can be identified by means of the 
map W; finally (5) holds as an operator relation. Less 
trivial is the description of stochastic classical 
Maxwell fields. These are given by functionals WF,A for 
which the n-point functions are symmetric. The field 
operators will again commute; however, HF , A will be 
nontrivial. The WF,A can be considered to give infinite 
dimenSional moment problems. Under appropriate 
conditions the GNS construction will provide solutions 
in the form of infinite systems of claSSical random 
variables on probability spaces. 

The main theme of this paper is the investigation of 
the consequences of Eq. (3) as an operator equation for 
F "V, in particular, the existence of a field A" such that 
(5) holds in some sense. It is obvious that the same 
methods could be used to study a problem discussed by 
Pohlmeyer19 from a different angle: Find, for a given 
vector field operator 1>" (x) with (J" t:P v - a I,e!>" = 0, a 
scalar field 1> such that d)" = (J" ~~. (In fact this problem 
will playa role in the discussion of gauge transforma
tions to be given in a subsequent paper.) 

The formalism, as developed so far, contains only the 
quantized Maxwell field. This means that it describes 
rigorously situations in which the Maxwell field is free, 
interacts with given external currents (classical or 
quantized) or has some form of self-interaction. The 
structure of the formalism depends, however, only on 
the first Maxwell equation (3); the second equation (4), 
characterizing the interaction, is not used. One may 
therefore expect that a very Similar structure will 
emerge in an extended formalism in which the Maxwell 
field appears coupled to a quantized Dirac spinor field 
or a charged scalar field, The development of such an 
extension is the main task in this or any other rigorous 
approach to the formulation of quantum electrodynamics 
in axiomatic field theory, 
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Type D metrics in vacuum or with a special electromagnetic field are studied using the fact that they 
admit a D(I.O) Killing spinor. It is shown that the c and <t> potentials of Ernst can be obtained in a 
straightforward way for these types of metrics. 

1. INTRODUCTION 

Type D metrics have some interesting properties 
which distinguish them among other types of metrics. 
Of great interest is a result of Carterl regarding sepa
rability of variables of the Hamilton-Jacobi equations, 
and the relation of this property with the existence of a 
Killing tensor. As it was later shown by Walker and 
Penrose,2 Carter's result is related to the fact that 
vacuum D metrics, and the Kerr-Newman metric as 
well, always admit a Killing spinor, from which a 
Killing tensor can be constructed. This result was later 
generaliZed by Hughston et al. 3 

Some properties of Killing spinors of a general type 
were studied by the present authors, 4 the results being 
valid either in a real or a complex Riemannian space, 
Our interest in complex spaces was originated by recent 
developments in the theory of "heavens5-

7
" and "hyper

heavens. 8" Our study4 of spino rial Killing structures was 
a starting point for the recent progress of Ernst and 
one of us9 in the theory of complex [ potentials, 10,11 a 
technique which has been the baSis for obtaining some 
new solutions. 12,13 The main idea in Ref. 9 was to inte
grate direct square products of members of a D(1, 1) 
Killing structure,4 thereby obtaining the potentials. 
Whether similar results may be obtained from other 
types of Killing structures is an interesting problem; 
the objective of this paper is to test this idea for the 
case of a D(l, 0) Killing structure in vacuum (with possi
ble cosmological constant \ * 0), and with an electro
magnetic field aligned with respect to the curvature. 

The basic idea is the following. Let hAB be a D(l, 0) 
Killing spinor, that is, it satisfie s the equation 

vtAhBC ) =0 (1.1) 

(the formalism and notation of Ret 7 will be used 
throughout this paper). Then, in general, one has4 • 14 

VihBC = :EA(BKi) , (L2a) 

VAKB -4e NABh + -lAB + ABl A B- (A B)N EAB E AB' (L 2b) 

~hS V (CR + lK (C1-B)A 
-6 A "S oj. A ~ , (1. 2c) 
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where 

lAB = e AB PQh pQ + (R/6)hAB , (L3) 

e ABCD and e AB AB are the spinorial images of the Weyl 
tensor and the traceless Ricci tensor, respectively, 
and R is the Ricci scalar. In the case of a real V4 with 
signature (+ + + -), lAB is the complex conjugate of lAB 
if the vector KAA is real. In the general case of a com
plex V4 , the Killing structure is closed with respect to 
differentiation through Eqs. (1. 2) and (1. 3), without 

postulating the existence of a D(O, 1) Killing spinor 
hAB-which, of course, is present in the real case. 

The integrability condition of (1. 2a) gives4 

eN (ABChD)N = 0, (1. 4) 

which is a very strong constraint: The metric must be 
of type D-if det(hAB ) *0- or type N-if det(hAB ) =0-
(see Sommersl5

). In the second case, it further follows 
that the metric must be that of a plane wave. 15 In the 
following we shall only consider the case when the met
ric is of type D. A direct consequence of (1. 4) is that 
the conformal curvature e ABCD must be proportional to 
h(ABhCD)' 

2. c POTENTIALS IN VACUUM 

In D-vacuum C ABAB = 0 and R = - 4\ (cosmological 
constant), and Walker and Penrose2 have shown that a 
nontrivial D(l, 0) Killing spinor always exists. Further~ 
more, from such a Killing spinor, hAB' a vector KAA 
can be constructed through our Eq. (1.2a) and, as 
SommersI5 has shown, K AA is a Killing vector 0 This 
can be seen immediately by specializing Eq. (1. 2b) to 
the vacuum case 

DODO D. 

V .t K~ := E AB 'fAB + E AB lAB' (2.1) 

This is precisely the definition of a Killing vector in 
spino rial language (see Ref. 4). Furthermore, if we 
define 

hpQhPQ = - 2i/J-2, 

then2 

lAB = - i{2i/J3 + \)hAB , 

(2.2) 

(2.3) 

this last relation being a consequence of Bianchi iden-
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tities. Notice that, in general, KAA is a complex 
vector. 

By direct differentiation of Eq. (2.2), and USe of 
Eqs. (1. 2a), (2.1), and (2.3), one obtains 

hANKNA = vtl./!-2 (2.5) 

· . 
=>Ki=-21./!-lhANVNA>l1, (2.6) 

and this last equation gives Ki in an explicit form 
assuming that hAB is known. Following Ernst and 
Plebanski,9 we now define a vector 

· . 
G~: =2KNA ZNA (2.7) 

which turns out to be the gradient of an [ potential9
: 

G:!.=vi[. (2.8) 

Using (2.1), (2.3), and (206) it easily follows that 

[= >fl./! - (4A!3)1./!-2 + const. (2.9) 

One can substitute this into Ernst's equation9 or, 
alternatively, take directly the derivative of Eq. (2.5) 
and, using formulas (1. 2), obtain the master equation 

(v1vl- ~A)I./! = ~1./!4 (2 0 10) 

which is a wavelike nonlinear equation. The function I./! 

has a direct geometrical meaning since, according to 
Eq. (2.4), the curvature invariant C(3) is proportional 
to 1./!3. For instance, for the seven parameter metric 
of Plebanski and Demianski (see, e. g., PlebanskP6) 
specialized to the vacuum case we find 

p+q 
I./! <X 1 _ ipq (2.11) 

in the notation of Ref. 16 (the proportionality constant 
is irrelevant since any Killing spinor is defined with 
preciSion up to a multiplicative constant). 

We note that the above analysis, which applies to real 
D metrics, is also valid in a complex V4 • The differ
ence is that condition (1.4) is less restrictive: The 
space-time must be of type D:9anything. 

3. (. AND 4> POTENTIALS IN ELECTROVACUUM 

Let us now consider an electrovac structure such that 
the two (different) eigenvectors of the electromagnetic 
field are parallel to the two Debever-Penrose vectors 
of the type D metriC. Let the Maxwell field be 

fAB =1./!3hAB , (3.1) 

while the curvature is given by 

C ABCD = qJh(ABhcDP (3.2a) 

(3.2b) 

and we postulate that hAB is the Killing spinor intro
duced in Sec. 1. Then, the Maxwell equations without 
currents, 

(3.3) 

imply that 

· . 
vifBc = - ~1/J5h(ABhcD)KDA (3.4) 
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and it follows from the Bianchi identities that . . 
vi(qJif -5) + 12fANKAN = O. (3.5) 

A basic result of Hughston et al. 3 is that nontrivial 
Einstein-Maxwell fields such as the one described above 
do exist (the Kerr-Newman metric is an example). 

Now, the vector KAA defined by Eq. (1. 2a) is also a 
Killing vector in this case; this is due to the fact that 
the first term on the right-hand side of Eq. (1. 2b) van
ishes for a Maxwell field such as the one described 
above. The analog of Eq. (2.3) in this case is 

lAB = (- ~qJif-2 - tA)hAB, (3.6) 

and Eqs. (2.2) and (2.4) are still valid. 

Following Ernst and Plebatlski, 9 we again define a 
vector Gi as in Eq. (2.7), and two additional vectors, 
Fl and -.ti, which are the gradients of two potentials, 
<I> and <1>, namely . .. 

- 4KNAfNA =: Fi = vi <I> , (3.7a) 

(3.7b) 

From Eqs. (2.2), (3.1), (2.6), and (3.5) it follows 
immediately that, in our case, 

FAA = V1(81./!), (3.Sa) 

(3. Sb) 

which identifies the <I> and <1> potentials. Now, it can be 
shown that9 

.. . 
G~ = vi G + 24> vi <1> , (3.9) 

which is the generalization of Eq. (2.S). Using the 
values of <I> and 4> as implied by Eqs. (3.8), it follows 
that 

[ = _ ~Aif -2 + (const) I/! + const. (3,10) 

Furthermore, f defined by 

(3,11) 

is, according to Eq. (2.,6), 

(3,12) 

and therefore Eqs. (3.22) and (3,23) of ReL 9 reduce to 
the single equation 

(3.13) 

According to equation (3.10), when A=O, the [potential 
can be made zero. What happens, actually, is that the 
nontrivial potential in this case is <1>, which was null in 
the vacuum case, The relevant function is if, which 
satisfies the wavelike equation (3,13). 

For the seven parameter metric, 16 which is of the type 
studied in this section, the I./! and qJ functions are 

p+q 
I/! <X 1 _ ipq , 

(3,14a) 

s. Hacyan and J.F. Plebanski 1518 



                                                                                                                                    

'P C£ (t -+i;q) 5~mo + ino) + (e~ +~) (/+ ~:q )] , (3.14b) 

again in the notation of Ref. 160 

The above analysis is also valid in a complex V4 • 

where JAB is not necessarily the complex conjugate of 
JAB; notice that in no moment have we assumed anything 
about JAB' except that it satisfies Maxwell equations. 

ACKNOWLEDGMENTS 

The interest of Professor F 0 J 0 Ernst in this work is 
gratefully acknowledged o 

*On leave of absence from the University of Warsaw, Warsaw, 
Poland. 

lB. Carter, Phys. Rev. 174, 1559 (1968); also, see I. Hauser 
and R.J. Malhiot, J. Math. Phys. 15, 816 (1974); 17, 1306 
(1976) for a detailed s1lldy of rank two Killing tensors. 

2M. Walker and R. Penrose, Commun. Math. Phys. 18, 265 
(1970). 

3L.P. Hughston, R. Penrose, P. Sommers, and M. Walker, 
Commun. Math. Phys. 27, 303 (1972). 

ERRATA 

4S. Hacyan and J.F. Plebarlski, J. Math. Phys. 17, 2203 
(1976). 

5E. T. Newman in Tel Aviv GR7 Lecture (1974). 
SR. Penrose, "The Nonlinear Graviton," First Award Gravity 
Research Foundation (1975). 

7J. F. Plebanski, J. Math. Phys. 16, 2395 0.975). 
8J. F. Plebanski and T. Robinson, Phys. Rev. Lett. 37, 493 
(1976);A. Garci'a, J.F. Plebarlski, and!. Robinson, "Null 
Strings and Complex Einstein-Maxwell Fields with A," Nuovo 
Cimento(tobepublished); J.D. Finley, III and J.F. 
Plebarlski, J. Math. Phys. 17, 2207 (1976). 

9F.J. Ernst and J. F. Plebanski, "Killing Structures and Com-
plex [-Potentials," Ann. Phys. (to be published). 

loF.J. Ernst, Phys. Rev. 168, 1415 (1968). 
I1F.J. Ernst, J. Math. Phys. 15, 1409 (1974). 
12W. Kinnersley, J. Math. Phys. 14, 651 (1973); also, see 

F. P. Esposito and L. Witten, preprint, University of 
Cincinnati. 

13A. Tomimatsu and H. Sato, Progr. Theor. Phys. 50, 95 
(1973); also, see M. Yamazaki, preprint, Kanasawa 
University. 

14Equation (3.l0b) of Ref. 4, which corresponds to Eq. 0..2b) of 
this paper, is valid for Hermitian KAl only (i.e., a real vec
tor K",); this was not mentioned explicitly in Ref. 4. 

15P.Sommers, thesis, The University of Texas at Austin 
(1973). 

16J. F. Plebarlski, Ann. New York Acad. Sci. 262, 246 (1975). 

Erratum: Higher indices of group representations 
[J. Math. Phys. 17, 1972 (1976)j 

J. Patera, A. T. Sharp, and P. Winternitz 

Centre de recherches mathematiques, Universite de Montreal, Montreal, Quebec, Canada 
(Received 29 March 1977) 

In formula (51) please insert ]-1 after the factor 
(2n + 3); in (52) please replace I e:{-ll by I e:7-J I. Insert 
[ after N~ in (62) and] after the entire formula; the de
nominator of the last term in (62) should be n(2n _ 1)2. 
The factor lin in the second line of (72) should be l/n2

• 

CUMULATIVE AUTHOR INDEX 

All numerical calculations in the article were performed 
using correct formulas and are valid. We thank W. 
McKay for having performed these calculations and for 
calling to our attention the errors in the published 
formulas. 

All authors published so far in the current volume are listed alphabetically with the issue and page 
numbers following the dash. A cumulative author and subject index covering each volume is pub
lished annually. An (E) after the page number indicates an Erratum. 

Absar.I.-(2) 329, 335 
Actor, Alfred-(7) 1429 
Agrawal, G.P.-(3) 408 
Ahner, Henry F.-(7) 1367 
Albeverio, Sergio-( 5) 907 
Ali, S. Twareque-(2) 219 
Antippa, Adel F.-(I) 173 
Arms, Judith M.-(4) 830 
Arrowsmith. 0.K.-(2) 235 
Asgekar, G.G.-(4) 738 
Avron, J.E.-(5) 918 

Backhouse, Nigel B.-(2) 239 
Badea, M.-(4) 648 
Badralexe, E.-(4) 648 
Baierlein, Ralph-(7) 1330 
Baker, George A., Jr.-(4) 590 
Baltes, H.P.-(6) 1275 
Banerjee, A.-(2) 265 
Bargmann, V.-(6) 1141 
Barston, E.M.-(4) 750 
Barucchi, G.-(6) 1149 
B.su, Oebabr.t.-(4) 743 

1519 Journal of Mathematical Physics. Vol. 18, No.7, July 1977 

Baumann, Klaus-{I) 171 
Baumgarten, 0.-(2) 267 
Beckers, J .-(1) 72 
Berezdivin, R.-(3) 418 
Birman, Joseph L.-(7) 1456, 1459 
Bleislein, Norman-(2) 194 
Boersma, J .-(2) 321 
Bohm, A.-(7) 1434 
Bolle, 0.-(3) 432 
Bongaarts, P.J.M.-(7) 1510 
Bowden, R.L.-(2) 281 

Boyer, Charles P.-(5) 1022, 1032 
Brans, Carl H.-(7) 1378 
Braunss, G.-(2) 267 
Bricmont, J.-(1) 37 
Buchholz, OetIev-(5) 1107 
Buhring, Wolfg.ng-( 5) 1121 
Bumiston, E.E.-(3) 376 

Cameron, W.L.-(2) 281 
Carey, A.L.-(4) 629 
Chacon, E.-(5) 870 

Copyright © 1977 American Institute of Physics 1519 



                                                                                                                                    

'P C£ (t -+i;q) 5~mo + ino) + (e~ +~) (/+ ~:q )] , (3.14b) 

again in the notation of Ref. 160 

The above analysis is also valid in a complex V4 • 

where JAB is not necessarily the complex conjugate of 
JAB; notice that in no moment have we assumed anything 
about JAB' except that it satisfies Maxwell equations. 

ACKNOWLEDGMENTS 

The interest of Professor F 0 J 0 Ernst in this work is 
gratefully acknowledged o 

*On leave of absence from the University of Warsaw, Warsaw, 
Poland. 

lB. Carter, Phys. Rev. 174, 1559 (1968); also, see I. Hauser 
and R.J. Malhiot, J. Math. Phys. 15, 816 (1974); 17, 1306 
(1976) for a detailed s1lldy of rank two Killing tensors. 

2M. Walker and R. Penrose, Commun. Math. Phys. 18, 265 
(1970). 

3L.P. Hughston, R. Penrose, P. Sommers, and M. Walker, 
Commun. Math. Phys. 27, 303 (1972). 

ERRATA 

4S. Hacyan and J.F. Plebarlski, J. Math. Phys. 17, 2203 
(1976). 

5E. T. Newman in Tel Aviv GR7 Lecture (1974). 
SR. Penrose, "The Nonlinear Graviton," First Award Gravity 
Research Foundation (1975). 

7J. F. Plebanski, J. Math. Phys. 16, 2395 0.975). 
8J. F. Plebanski and T. Robinson, Phys. Rev. Lett. 37, 493 
(1976);A. Garci'a, J.F. Plebarlski, and!. Robinson, "Null 
Strings and Complex Einstein-Maxwell Fields with A," Nuovo 
Cimento(tobepublished); J.D. Finley, III and J.F. 
Plebarlski, J. Math. Phys. 17, 2207 (1976). 

9F.J. Ernst and J. F. Plebanski, "Killing Structures and Com-
plex [-Potentials," Ann. Phys. (to be published). 

loF.J. Ernst, Phys. Rev. 168, 1415 (1968). 
I1F.J. Ernst, J. Math. Phys. 15, 1409 (1974). 
12W. Kinnersley, J. Math. Phys. 14, 651 (1973); also, see 

F. P. Esposito and L. Witten, preprint, University of 
Cincinnati. 

13A. Tomimatsu and H. Sato, Progr. Theor. Phys. 50, 95 
(1973); also, see M. Yamazaki, preprint, Kanasawa 
University. 

14Equation (3.l0b) of Ref. 4, which corresponds to Eq. 0..2b) of 
this paper, is valid for Hermitian KAl only (i.e., a real vec
tor K",); this was not mentioned explicitly in Ref. 4. 

15P.Sommers, thesis, The University of Texas at Austin 
(1973). 

16J. F. Plebarlski, Ann. New York Acad. Sci. 262, 246 (1975). 

Erratum: Higher indices of group representations 
[J. Math. Phys. 17, 1972 (1976)j 

J. Patera, A. T. Sharp, and P. Winternitz 

Centre de recherches mathematiques, Universite de Montreal, Montreal, Quebec, Canada 
(Received 29 March 1977) 

In formula (51) please insert ]-1 after the factor 
(2n + 3); in (52) please replace I e:{-ll by I e:7-J I. Insert 
[ after N~ in (62) and] after the entire formula; the de
nominator of the last term in (62) should be n(2n _ 1)2. 
The factor lin in the second line of (72) should be l/n2

• 

CUMULATIVE AUTHOR INDEX 

All numerical calculations in the article were performed 
using correct formulas and are valid. We thank W. 
McKay for having performed these calculations and for 
calling to our attention the errors in the published 
formulas. 

All authors published so far in the current volume are listed alphabetically with the issue and page 
numbers following the dash. A cumulative author and subject index covering each volume is pub
lished annually. An (E) after the page number indicates an Erratum. 

Absar.I.-(2) 329, 335 
Actor, Alfred-(7) 1429 
Agrawal, G.P.-(3) 408 
Ahner, Henry F.-(7) 1367 
Albeverio, Sergio-( 5) 907 
Ali, S. Twareque-(2) 219 
Antippa, Adel F.-(I) 173 
Arms, Judith M.-(4) 830 
Arrowsmith. 0.K.-(2) 235 
Asgekar, G.G.-(4) 738 
Avron, J.E.-(5) 918 

Backhouse, Nigel B.-(2) 239 
Badea, M.-(4) 648 
Badralexe, E.-(4) 648 
Baierlein, Ralph-(7) 1330 
Baker, George A., Jr.-(4) 590 
Baltes, H.P.-(6) 1275 
Banerjee, A.-(2) 265 
Bargmann, V.-(6) 1141 
Barston, E.M.-(4) 750 
Barucchi, G.-(6) 1149 
B.su, Oebabr.t.-(4) 743 

1519 Journal of Mathematical Physics. Vol. 18, No.7, July 1977 

Baumann, Klaus-{I) 171 
Baumgarten, 0.-(2) 267 
Beckers, J .-(1) 72 
Berezdivin, R.-(3) 418 
Birman, Joseph L.-(7) 1456, 1459 
Bleislein, Norman-(2) 194 
Boersma, J .-(2) 321 
Bohm, A.-(7) 1434 
Bolle, 0.-(3) 432 
Bongaarts, P.J.M.-(7) 1510 
Bowden, R.L.-(2) 281 

Boyer, Charles P.-(5) 1022, 1032 
Brans, Carl H.-(7) 1378 
Braunss, G.-(2) 267 
Bricmont, J.-(1) 37 
Buchholz, OetIev-(5) 1107 
Buhring, Wolfg.ng-( 5) 1121 
Bumiston, E.E.-(3) 376 

Cameron, W.L.-(2) 281 
Carey, A.L.-(4) 629 
Chacon, E.-(5) 870 

Copyright © 1977 American Institute of Physics 1519 


	JMP, Volume 18, Issue 07, Page 1299
	JMP, Volume 18, Issue 07, Page 1303
	JMP, Volume 18, Issue 07, Page 1305
	JMP, Volume 18, Issue 07, Page 1312
	JMP, Volume 18, Issue 07, Page 1316
	JMP, Volume 18, Issue 07, Page 1322
	JMP, Volume 18, Issue 07, Page 1327
	JMP, Volume 18, Issue 07, Page 1330
	JMP, Volume 18, Issue 07, Page 1341
	JMP, Volume 18, Issue 07, Page 1343
	JMP, Volume 18, Issue 07, Page 1348
	JMP, Volume 18, Issue 07, Page 1358
	JMP, Volume 18, Issue 07, Page 1367
	JMP, Volume 18, Issue 07, Page 1374
	JMP, Volume 18, Issue 07, Page 1378
	JMP, Volume 18, Issue 07, Page 1382
	JMP, Volume 18, Issue 07, Page 1387
	JMP, Volume 18, Issue 07, Page 1392
	JMP, Volume 18, Issue 07, Page 1399
	JMP, Volume 18, Issue 07, Page 1405
	JMP, Volume 18, Issue 07, Page 1412
	JMP, Volume 18, Issue 07, Page 1417
	JMP, Volume 18, Issue 07, Page 1429
	JMP, Volume 18, Issue 07, Page 1434
	JMP, Volume 18, Issue 07, Page 1449
	JMP, Volume 18, Issue 07, Page 1456
	JMP, Volume 18, Issue 07, Page 1459
	JMP, Volume 18, Issue 07, Page 1466
	JMP, Volume 18, Issue 07, Page 1470
	JMP, Volume 18, Issue 07, Page 1476
	JMP, Volume 18, Issue 07, Page 1480
	JMP, Volume 18, Issue 07, Page 1485
	JMP, Volume 18, Issue 07, Page 1491
	JMP, Volume 18, Issue 07, Page 1499
	JMP, Volume 18, Issue 07, Page 1510
	JMP, Volume 18, Issue 07, Page 1517
	JMP, Volume 18, Issue 07, Page 1519

